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As the feature sizes of Verv-large-Scale-Integrated (VIS circuits continue to decrease.
the uming performance of a design cannot be estimated accurately without introducing the sig-
nal delay due 1o interconnect parasitics. Modeling interconnect parasitics directly from a cir-

cuit lavout s therefore emphasized.

In this research, two programs. FEMRC and HPEX, have been developed to investigate the
following areas: (1) interconnect modeling. (2) hierarchical parasitic circuit extraction. and (3)
collapsing technique for interconnects. The FEMRC is a two-dimensional. finite-element pro-
gram which computes the resistance or the capacitance from the user-specified geometryv. Since
the equation formulation for FENMRC is based on a finite-element method. there is no shape res-
trictions on dielectric intertaces or conductor geometries. In resistance calculation. a quasi-
three-dimensional effect ol contact resistance is also taken into account. The program HPEX is
a hierarchwal parasitic circuit extractor which takes the CIF layout description as an input and
senerales a SPICH ainput with different details of interconnect parasitics. In this extractor,
analvucal formulas fitted from numerical data are used to model interconnect parasitics of
VISIEarcunts in order w0 compromise between the accuracy and the computation time. Simula-
tions show that by carefully fitting data analytical formulas can be verv accurate. especially
w hen the interconnect region s fairly regular. Lavout partition technigue, which taciiitates the
interconnect modeling. s alse studied and implemented in HPEX. Finally, a new node reduc
tion techmique which accurately reduces parasitic RC networks s studied. Thas technigue s
capable ot redacing a large volume of interconnect daty 1inte o manageable sive. thereby sub

stantieil reducing the ettort needed in veriiication
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CHAPTER 1.

INTRODUCTION

As the density and complexity of Very-Large-Scale-Integrated (V'LSI) circuits continue to
increase. detecting errors in circuit and lavout designs manually becomes almost impossible.
Hence, to ensure error-free circuit designs before being sent to the expensive fabrication step. it
is important to have Computer-Aided-Design (CAD) tools to perform design verifications rang-
ing from the behavior level to the circuit level. In general. extensive verification steps should
be taken on the different levels of circuit designs to make sure that the functionality and per-
formance of a VI.SI svstem meet the user’s specifications. A flowchart describing different lev-

els of designs and their verifications is shown in Figure 1 1.

In order to handle the complexity problem inherent in VLSI designs. 1t is a common prac-
tice to design a VLSI system hierarchically. Once a VLSI system is constructed in this fashion,
it is natural to exploit the design hierarchy in verification tools from the computer time point
of view. Figure 1.1 also shows several levels of the hierarchy in the top-down design and their
corresponding verifications. However. at each level of the top-down circuit design the func-

tionality and performance of the system cannot be guaranteed unless feedback from physical

designs 1s laken into consideration.

1.1. Functional and Performance Verification of a VLSI System
In verifying a VLSI svstem or circuit. two critical issues must be emphasized:
(1) functional verification and

pertormance verification.
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Figure 1.1 Flowchart for design verification.

Functional verification can be defined as verifying a design’s functionalitv 10 ensure that the

design performs the function as originally specified. Different levels of functional verification

ranging {rom the behavior level 1o the circuit level are usually needed during the top-down

design phase.

In each level of the functional verification. for the purpose of testing the functionality

a design. the designer should provide different input test vectors. Analvsis programs. <uch as

tunctional or logic simulatoers can be classified in this tvpe of verification However 1f o desion
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Do spesd D U Chap dsaatls specitied Byothe designer The speed at ahich g design wun

perate s strones s dependent o hie wndertvin: process technologs and the arouit design sty le

Pre o scn i veonnelog . senerall, Jdetermines the inherent device delav. which in turn plavs the

st ompoctant partan the aperating speed of o V1SS, stem. Theretore. the correct estimation

. Porowt element delavs indluding hoth active and passive devices 1s a kev factor tor the suc-

ces L performance vertication of g chip design

Since the leaer level implementation has a significant impact on a VLSI system's speed.

“ne caorrect ghstraction from the Juwer level to a higher level delay model is imperative for the

“ Angher loels of performance venification. If a design synthesis tool such as a silicon compiler 1s

sttiived 1o directly generate the physical layout of the entire chip from the behavioral descrip-

. tivn, the silicon compiler has to perform timing estimation at various levels of the design in

arder 10 guarantee the speed requirement of the design. Because the delay concept is bottom-up

and the silicon compilation is top-down. a timing-driven silicon compiler needs feedback from

*he Jower levels "o the hivher level svnthesis steps. unitke generaling the correct functionality
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1.2. Physical Parameter Extraction

One of the critical issues in the performance verification of the lowest level of a VLSI
design is to correctly identify both transistors and interconnect parasitics in the physical lay-
outs. This process is known as circuit extraction. Several programs [2-10] have been imple-
mented to emphasize various aspects of circuit extraction depending on the venfication tool to
be used in the next phase. namely, the simulation phase. Basically. three tvpes of information

can be obtained by circuit extraction:

(1) circuit elements such as MOS devices. resistance and capacitances
(2) electrical parameters associated with circuit elements. and

(3) connectivity of circuit elements.

Twvpes (1) and (3) are enough for circuit schematic comparison programs [11]. and logic simu-
lators {12], whereas all three types of information are required for circuit and switch-level

uming simulators [13-14].

Previously. only active devices were extracted from the physical layout because they
were sufficient to predict the circuit performance. But in the present-day device technology
with submicron feature sizes, interconnect parasitics can no longer be neglected [15-17]. In
order 1o be able to accurately predict delays through signal paths in VLSI circuits, resistances
and capacitances associated with the interconnects should also be included in the output of cir-
cuit extraction. Since the actual value of interconnect capacitances and resistances is strongly
dependent on the physical layout. it becomes important to find accurate models for intercon-
nects in the circuil lavout in order to correctly estimate the etfect of interconnect parasitics on

VLSI circuit performance.

The most difficult task in modeling interconnects is calculating interconnect resistances.

self-capacitances and coupling capacitances between conductors. Recently. some techniques {3-
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5.10.15-20) have been developed to model such interconnect parasitics from circuit layouts.
One of them 1s to manipulate lavout data first (18], then use a process simulator [21] to calcu-
late parasitic electrical parameters. This technique can simulate the effect of process parameters
on interconnect parasitics. However, it is very expensive, computationally. to simulate the
fabrication process for VI.SI circuits. even if analytical formulas are used in the process simu-
lator. Another technique couples the hibrary look-up method and the numerical method such
as the finite difference method in modeling interconnects [3). In this technique. the first step is
to partition layout data into certain configurations. If the configuration is in the library. then it
15 not difficult to generate interconnect capacitance or resistance. (On the other hand. if this
configuration has not been encountered before. numerical methods need to be applied to calcu-
late the interconnect parameters. This new configuration can then be added 10 the library. This
technique gives quite accurite results because that the look-up tables are built by using accu-
rate numerical methods. However, 1t is still 1yme-expensive if the lavout configuration s

highly irregular

1.3. Features of HPEX

In this thesis. 1n order to demonstrate the detailed extraction of interconnect parasitics. a
hierarchical. rectangle-based circuit extractor called HPEN (Hierarchical Parasitic and circuit

EXtractor) has been developed. Features of HPEX can be described as follows.

1.3.1. Manhattan style layouts

Manhattan layouts described in the CIF [22] layout language are used as input to HPFX
In Manhattan lavouts. all boundary segments are parallel to either x -axis or v-axis. There are
two reasons to adopt this layout style in our study. First. the data structure and extraction
algorithms can be simplified and made more efficient for Manhattan lavouts during circuit

extraction as compared to that for the nonrestricted lavouts. Second. the Manhattan lavout
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stvle is gradually accepted in industry due to its simplicity in both manual and automatic lay-
out designs. Therefore. in developing an experimental extractor such as HPEX, the Manhattan

layout style is a good assumption.

1.3.2. Analytical formulas

Analytical formulas for resistance and capacitance computations along with a rectangle
decomposition algorithm are emploved in HPEX 10 model interconnect parasitics. The computa-
tion time can be reduced substantially, compared to using numerical methods to model inter-
connect parasitics. Although some accuracy might be lost with analytical formulas, it is still a

good trade-off . considering the increasing complexity of layvout designs.

1.3.3. Layout resizing

L.avout resizing algorithms are applied to input layouts in the extraction preprocessing
phase in order to compensate the process bias such as feature size widening due to lateral
diffusion or shrinkage in polysilicon lines due to an incomplete photoresist developing. This
consideration for extracting real conductor feature sizes will greatly enhance the accuracy of

the parasitic modeling.

1.3.4. Separate process file

The process file for HPEX is separated from the execution code. A different process file
can be specified without recompiling the program. Therefore. users can easily experiment with

many different process files in order to optimize the design.

H'.I .'.

PP

Pl

. -
A
B

NAAARNEY. 1R

R
,
.
@




ey

W

”

0 4
LA N R

1.3.5. Different output files

LY N l‘l-lvl .-..n -.'

L ] ;

Five different output files. as shown in Figure 1.2, can be generated by HPEX: .:
{1] Input file for schematic comparison program such as GEMINI [11]: If the designer wants )
to make sure that the layout has the same schematic as the original design. only the -2
»

transistor list needs to be identified and fed into the schematic comparison program such Kd
>

A

as GEMINI which takes the extracted and designed schematics as an input. then uses the Rt
graph isomorphism algorithm 10 test if these two schematics are the same. Some Jayout ‘~
mistakes can be easily detected by this program. ; s
¢

o

CIF .
\lr -4
HPEX o]

.

-

J\ /1 <)
GEMINI ™ SPICE MOSTIM Logic :

Q\ lnpul lnput - ]npu[ Block -
v v 3
Schematic Circuit Timing Circuit o
Comparison Simulation Simulation Simutation :::
]

o

Figure 1.2 Different output files of HPEX. .
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Input file for switch-level simulator such as MOSTIM [14]: If only rough timing infor-
mation is required or a big circuit needs to be simulated, the extracted circuit should be
suitable for the timing simulator or switch-level simulator such as MOSTIM. Since most
of this type of simulators cannot handle interconnect resistances. the resistance extraction
is not performed for this output file. In addition. all node capacitances including intercon-
nect capacitances and device nonlinear capacitances are lumped to ground in the capaci-
lance exlraction because simple device models are generally employed in the timing or

switch-level simulators.

Input file for circuit simulator such as SPICE2 [13]: If the most accurate circuit simula-
tion is required. the extracted output file should include all detailed interconnect parasi-
tics such as self- and coupling capacitances, and all resistances. The nonlinear capacitances
associated with MOS transistors are not extracted exphcitly. Since SPICE can compute the
device internodal capacitances for given device dimensions. only dimensions related to
device capacitances are extracted. For example, in the transistor extraction the source area

and perimeter are estimated.

Input file containing only the critical path information for SPICE2 : A circuit simulator
has 1ts limitation in handling a circuit with a large number of transistors. One practical
way 1o simulate a large chip is to simulate the critical path that determines the chip tim-
ing. By having user-specified nodes along the critical path, all transistors and interconnect
parasitics in this path can be extracted by HPEX. Besides. the capacitive loading of all side

branches is carefully estimated and added in the extracted file.

Logic block description : In this output. the logic function of each gate is described in
terms of boolean equation. At present. this type of extraction works only for conventional

NMOS and CMOS circuit designs.
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F 1.3.6. Node reduction

An accurate node reduction technique is developed and employed in HPEX to reduce the

-
e number of parasitic elements for the extracted SPICE input file. This will reduce the computa-
”- tion time in the SPICE simulation. In addition. the designer can easily pinpoint the interconnect

parasitics which are responsible for the performance degradation if this degradation is indeed

due 1o the interconnection delay.

- 1.4. Overview of Thesis

As mentioned in the previous section, interconnect modeling for VLSI circuits 1s a must 1in
circuit performance verification when devices with small feature sizes are used. Modeling
- interconnect parasitics directly from a circuit lavout. however, 1s getting difficult in terms of
i accuracy and computation time. In order to study the accuracy of parasitic modeling. two-

dimensional empirical models for interconnect capacitance and resistance are first studied. Based
on these models. a two-dimensional program called FEMRC is developed. Since the equation
formulation for FEMRC is based on the finite-element method. there are no shape restrictions
on dielectric interfaces for capacitance calculation. Not only capacitance but also resistance can
be calculated by this program. In resistance calculation, a quasi-three-dimensional effect of con-
tact resistance is also taken into account. Details on formulation and implementation of FEMRC

are given in Chapter 2.

In Chapter 3, a layout partition technique for resistance and capacitance modeling similar
10 the one proposed by Mori and Wilmore in [20] is studied. By applving this technique. we
‘f
- use analyvtical formulas fitted from numerical data rather than numerical methods tc model
- interconnect parasitics of VLSI circuits in order to compromise between the accuracy and the
computation time. By carefully fitting data, analytical formulas can be veryv accurate. espe-

cially when the interconnect region is fairly regular. If a small part of the irregular lavout



10

region requires accurate parasitic computation. we suggest using two- or even three-dimensional
empirical models to calculate interconnect parasitics. Due to the comphicated lavout design. this
extraction methodology compromising between efficiency and accuracy mav be the best way to

perform circuit extraction and to verif y the design.

The data structure and geometrical algorithms used in HPEX are discussed in Chapter 4.
In order to extract the actual feature sizes for interconnect modeling. an efficient lavout resi/ing
algorithm based on a scanline approach and 4 simple rectangle data structure 15 also preserted
in Chapter 4. Following this, extraction algorithms used in HPEX and details on their imple-
mentation are given 1n Chapter 5. Finaily. a new node reduction technique which accuriatel.
reduces parasitic RC networks is studied This technique is capable of reducing a large «olume
of interconnect Jata 1nto @ manageable size. thereby substantially reducing the effort needed in
werification. The theoretical background and implementation detatls for the node reduciion
techmque can be tound in Chapter 6. Finally. conclusions and recommendations on luture

research topics are yiven in Chapter 7.
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.- CHAPTER 2.
- TWO-DIMENSIONAL MODELS FOR INTERCONNECTS
..
-
. 2.1. Introduction
Although 1t 1s well known that reduction ol circuit dimensions will decrease the intercon-
- nect capacitance proportionately. there dare two design considerations that force the capacitance
: to sty tagh The first consideration s that designers tryv to increase the chip rehability with
V.‘
respect to the electromigration effect tn aluminum conductors by scaling the conductor thick -
ness down slowly an comparison to the reduction of feature size The second constderation s
that we attempt to mimnimize the signal delay by reducing the sheet resistance. Since the sheet
. resistance 1s inversely proportional to the conductor thickness, the latter thickness is also scaled
- down slowly compared to the chip hortzontal scaling A« a result. the side-wall ringing capa-
citance ot conductors becomes important in detéermining the overall capacitance. It has been
. predicted that the interconnection delay will become dominant (n deciding the chip vperating
speed. especially when the scale-down of device feature size continues [15]. In order 0 accu-
ratel: predict the performance of VIS circuits. the capacitance of interconnect lines should be
carefully modeled Because of the important role plaved by the fringing field in determining the
total capacitance. two-dimensional or even three-dimensional effects should be taken into
account.
As mentioned in Chapter 1. not only the capacitance but also the resistance dJdetermines the
-\

performance of VISE Grcuits. As for the resistance calculation. several methods have heen
reported [20,23-26] One of most commonly used methods computes the resistances of rec-

tangular shaped conduciors by simplv counting the number ot squares tn the condudtor und

muitiplyving 1t by the sheet resistance. When using this method. the direction of current How
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must be estimated before calculating the length-to-widih ratio of conductors. One disadvan-
tage of this method is 1ts limitation to the acceptable resistance shape. For example, the resis-
tance shape with boundary segments not parallel with x-axis or y-axis cannot be correctly
handled by this method. In addition. two-dimensional effects, such as current crowding. and
contact resistance are not taken into account by this method. In order to improve resistance
accuracy. numerical analyses of physical equations are generally applied. These numerical
approaches include the Schwarz-Christoffel transformation [25]. the finite difference method.
and the finite-element method (FEM) [26]. In this chapter. the FEM is adopted to calculate the
interconnect resistance. The proposed resistor mode! can handle any arbitrarily shaped. multi-
region and multi-electrode conductor regions. Furthermore, by using a different physical equa-

uon tor contact regions, contact resistances can be incorporated into the resistance calculation.

In the following sections, a two-dimensional mode! for calculating capacitances between
multiple conductors is first described. followed by a discussion of two-dimensional resistance
models. Then some features of a finite-element program called FEMRC are given. Finally. some

examples of FEMRC for capacitance and resistance calculation are illustrated.

2.2. Capacitance of Multiconductors

2.2.1. Integral method

The integral method expresses the solution to the Laplace equation, which determines the

potentials in a region D, by the following torm:

®(r')=f(i(r.r')0'(r')dr'. (2.1)
D

where ®lr ) v the potential. o(r’) denotes the charge density at point ', and G{r .r') is an

apprepriate Green fun:tion that describes the potential at » induced by a unit charge at r'.

Although the indicated integration covers the entire region D. it needs in fact to be performed

ster

.
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only where the charge density o(r’) is not zero. For an N-conductor system, if the potential at
the surface of each conductor is specified. the only unknowns left in Eq. (2.1) are the charge
densities. By using the method of moments and a set of basis and testing functions [27], charge

densities in Eq. (2.1) can be solved by a system of linear equations.

Once charge densities are obtained on the surface of all conductors for different combina-
tions of conductor potentials, the capacitance coefficients can be easily computed. Consider a

three-conductor problem shown in Figure 2.1. The capacitance coefficients can be defined as

Q,=Cpd, +C (P =,) + C (0, —,)
Q; = Co)(@y=®)) + Cy@; + Coy(®,~P;)

where Q, s the total charge on conductor i, @, is the potential of conductor j. and C, denotes

the capacitance coefficients. By applying even and odd mode potential patterns. C, in Eq. (2.2)

can be easily determined.

NPT | (2)
— Cu : = Cn
i Cus
(1) ........ H ................... (3)
—_ C“ : C72 — C33

GROUND PLANE

Figure 2.1 A three-conductor system.
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One of the critical tasks in using integral method for capacitance calculation is to derive
an appropriate Green's function for different dielectric regions. Two different methods for
deriving Green's function have been proposed: (1) the method of images [28]. and (2) spectral
analysis [29]. However. these two methods are only practical for dielectric regions with planar
interfaces. The Green function for non-planar dielectrics is too complicated to obtain expli-
citly. This is one of the disadvantages in applving the integral method 1o compute the capaci-
tance. But from the computer time and storage point of view, the integral method is still a
good and acceptable means to compute the interconnect capacitance. A lvpical program which

uses this method to calculate capacitance is CAP2D [27].

2.2.2. Finite-element method

Instead of selving the charge densities, the differential method computes the potentials
directlv by selving the following Laplace equation over a region ) subject to some boundary
conditions.

VeTd(x v) =0 (xy)€EQ (2.3)
Boundary condition (BC) has to be specified at every point of the boundary in order to obtain a
unigque solution of the above equation. Boundary conditions can be further classified into two

principal types for the Laplace equation:

(1) Dirichlet (or Essential ) BC: An equation relating the values of ¢ at points of the boun-

darv

(2)  Neumann (or Natural ) BC: An equation relating the values of first derivative of ® (V@)

at points of the boundary.

Two methods can be emploved to numerically solve the Laplace equation: (1) finite-difference

method (FDM1. and (2) finite-element method (FEM). The approach we describe here is the
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finite-element method. which is more flexible in handling irregular boundaries and nonplanar

dielectrics.

Two methods are generally used to formulate finite-element equations: (1) minimization
of the functional. and (2) weighted residual process. Since the functional of the laplace equa-
tion is explicit, it is convenient to apply the minimization of the functional to derive finite-
element equations. The problem to solve Eq. (2.3) is then equivalent to finding ®. which

satisfies boundary conditions and minimizes

2

9

ol o ¢
x=[[—e 9% 1,19 dxdy . (2.4)
o2 g« ay

where Q is the region of interest. If the region of interest is discretized into N grid points, the
approximate potential in this region can be expressed as

N
Plxy)= TN (xv)p, . (2.5)
=1

where .V, 1s the shape function (or the interpolation function). and @, 1s the potential at node i .

The shape function .V, has the following property:

0 = i
N(x, .y )= o (2.6)
o 1 i=j

For a linear triangular element shown in Figure 2.2, the shape function can be derived as

(a,+b x+c,v )

Nay)ls ———— (2.7)
24a
where the area 3 i1s given by
i B S
1 !
A= — 11 x, v, (2.8
21 |
N e o |
1 vy v,

and the constants @ . b . and ¢, are given in terms of nodal coordinates by

PR XA AT IR RS

N XY

I
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(x2.y2)

Figure 2.2 A triangular element.

c, = x3—x,, (2.9)

with the others being obtained by cyclic permutation. Let the unknown potential ¢ be defined
element by element: the element contribution could then be evaluated using Eq. (2.4). For any

node i.i = 1.2.3. by differentiating Eq. (2.4). we can write

64’ 9 |g¢ @ 9 |o®
ox dy a9, | Jv

Substuituting Eq. (2.5) into Eq. (2.10). We have the following matrix equation for a triangular

=/ [

Qie)

dxdy (2.10)

element:

—aX——U el (2.11)

olol

~ here the element (or suff) matrix [ ] for a linear triangular element is given by
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bb+cic, bibytecy bibytec,
X €
(W] = — |bsb +cac, babatescs bobyte,cy (2.12)
14
b.b,+cyc, biboteye, bibytescy

It mayv Ye noted that the element matrix is symmetric.

After assembhing a whole set of minimization equations and imposing suitable boundary
conditions such as conductor potentials, we can solve the following set of linear equations 10
find the potential at each grid point:

(11 ]i6} = {b] (2.13)
In the above equation. the right-hand wector 16§ 1s nonzero because of Dirichlet boundary con-
ditions beiny terced. In this case. tne Dirichlet »oundary condiuion is the conductor voltage In
order o gel a4 better accurae. :n FEM. a tvpical global matrix [£/] which contains a large
aumber of equations s used However in general most of the terms in the matrix [ll] are zern.
[tieret ore. sparse malrix techmiques such as mimimum hil-in reordering and 1 U factorization

are emploved to solve Fg (2 137:n order to save memory <pace and CPL time.

Once potentials at grid points are obtained by Fg (2 13} the electric field within each
hinear trigngular element can be computed as follows:
= 1 . _t
EF==-U®=—1lbd,+b.d,+b O,)1 + (¢ &, +c.d,+c )V, (214)
24
woaere 1 oand v oare umil vectors in the v - and v -directions, respectively. By integrating the
electric held around the conductors and applyving the Gauss law. the charge on each conductor is

given by

1

0 fe/,? dv (2.15)

(nudering an N-conducter system. the capacitance matrix can be solved by the foilowing

matrix equation

R AR TR

A TR I

N
]

N s £ v u
I N INY. ]
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[ci=lolv]™". (2.16)

where [V'] is the voltage excitation matrix which contains N independent excitations, and [Q] is

the corresponding charge matrix.

Since it is impossible to discretize the region with open boundary in the FEM, a closed
region is used to approximate the infinite region. As a consequence. some accuracy may be lost
due to this approximation. However. by carefully choosing the region of importance. we still
can maintain the accuracy of results. For example, in capacitance calculation the closed boun-

dary is chosen such that the electric field on the boundary should be negligible.

As described before. unlike the integral method, the finite-element method is not res-
tricted to the geometric configuration of the insulators and conductors. This has an important
implication in the present multilayered interconnect technology because the true structure of
conductors and surrounding insulating layers can be simulated. Therefore. in a VLSI chip with
small feature sizes. the finite-element method seems to be a better approach in determining the

interconnect capacitance.

2.3. Resistance Calculation

2.3.1. Conductor region without contact windows

Consider an interconnect region £ with no contact windows as shown in Figure 2.3. Let
the electrodes be around the boundary of this region. The governing equation can be described

by the following l.aplace equation:

1
V—UP(xy)=0 (xy)€Q (2.17)
R
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lilectrg:)de (1) Elecﬁ-ode (2)

\

AN

~

N
N

Figure 2.3 A conductor region without contacts.

Boundary Conditions:
®(x.v) = Constant (x.y) € Electrode (1) and Electrode (2)

VO(x.v)=0 (x.y) £Electrode (1) and Electrode (2)

where R, 15 the sheet resistance. Since Eq. (2.17) has the same form as Eq. (2.3). two-

dimensional resistance calculation in this case follows the same procedures described n the

1
preceding section. The only difference is that the permittivity € is replaced by —. The element
R

)

matrix for a linear triangular element in resistance calculation is given by

b1b ey bibatec, bibytec,

h] = bob +cacy bybatcac, bibiteac,y | (2.18)

4R A
bib,+cyc, bib,teye, bibitese,
After the global matrix is assembled from all element matrices by incorporating the boun-
dury conditions. the potentials at grid points can be solved. From the potential information,

the current flowing out or into each electrode can be easily calculated by

I(=fld?=—1—fv¢>'d? (219
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where I is a line segment along the electrode £. Because a linear interpolation potential func-
tion has been assumed inside a linear triangular element, the current density in a triangular

region is a constant.

Consider an interconnect region with N electrodes. The resistances vetween N electrodes

can be calculated by repeatedly applying the following procedures:
(1) Forelectrodei.set®, =land ®, =07V #i.
(2) Obtain potential solution and calculate the electrode current /,.

(3) Resistance R is then computed by the following equation:

9, 1
R, =—=—. (2.20)
1/ 1/
NN+
Repeat the above procedures for i from 1 to N, a complete resistance network with ——
5

resistors can be obtained.

2.3.2. Conductor region with contact windows

Due 1o a large amount of contacts required in a VLSI chip design. the metal-to-diff usion
and metal-to-polysilicon contact resistances inevitably play an important role in determining
the total interconnect resistance. In this section, we will take the contact windows into the
finite-element equation formulation in order to calculate the interconnect resistance including
the contact resistance. Consider a diffusion region with boundary and contact window elec-
trodes as shown in Figure 2.4. Assume that the contact regions are covered by metal and the
metal voltage is constant. For this case, the two-dimensional field problem can be described [30]

as tollows:

(1) Outside the contact window. the potential must satisfv the laplace equation, namely.

Egquauon (2.17).
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. r=-==n"
. ' ' .
Electx\iode (2) ' Contact! Elecu;ode (1)
; 1?1 L - J
R,
Electrode (3)
Figure 2.4 A conductor region with an inside contact.
(2) Inside the contact window, the potential is governed by
1 1
VIi—Ve|= —ld"d’,n ] (2.21)
R P

5

which is the Helmholtz equation. where p_ is the specific contact resistivity and @, is the

voltage on the contact metal. The specific contact resistivity p. is defined as

a‘]("m_\ )
p. = [— : (2.22)

ava S ms =1

where v is the potential difference between the metal Fermi potential and the semicon-

ductor potential. For each process, p. is unique and can be determined by a certain test

structure.

The case of calculating resistances for the regions outside the contact window has already

been discussed in the previous section. In this section we will concentrate on formulating the

finite-element equations in the region within the contact window. It has been shown that the

“= =1

by o
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functional of the Helmholtz equation is

1 a<1> 1, 1
+ —¢ ~ — dldxdy . (2.23)

2p, P.

acb"

e ff 2R, a.v

If again the linear triangular element is chosen. by differentiating the elemental functional with

respect to nodal potentials. we have the following matrix equation:

ox”
—— =[] {¢}" +{F}". (2.24)
ool
where
b,bﬁ—clcl b,b2+c1c2 b1b3+clc3 21 1
1 A
(A1 = —— [b.b,+cyc, bobotcae, bybytecy|+ —— |1 21 (2.25)
4R A 12p,
bybtese, bibateye, bibitese, 112
and
1
¢IHA
{F)" = ——— [1]. (2.26)
3p.
1

Consider a conductor with both noncontact and contact regions. The global matrix equation
associated with this conductor can be assembled on an element-by-element basis. In a matrix
assembling process. two different types of element matrices should be applied depending on the
location of the element. Equation (2.18) is used for a noncontact element, while both Egs.
(2.25) and (2.26) are applied for a contact element. Using the same procedure as described in
the previous section, a complete resistance network corresponding to the region of interest can
be obtained. It is noted that the current flowing into a contact window can be calculated either
by integrating the current density around the contact window or by summing the current con-

tributed by all the elements inside the contact region. Using the latter method. we can derive

the current flowing into a contact in a closed form:

(4/

."-'-" - A
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|

1€ Contact

s [f p; [0, = V.18, + N, .4 N, 9,y

1€ Contacr ‘,

1
r —
p.A

1
¢,,,—; l¢,1+¢‘,z+¢,3 . (2.27)

1€ Conract

where e, is the region of the triangular element i.

2.4. Finite-Element Program : FEMRC

A finite-element program FEMRC. which implements the previously described capacitance

and resistance models. has been developed. The main flowchart showing the capacitance and

resistance calculation phases is illustrated in Figure 2.5. The grid generator IGGI2 from the dev-

ice simulator PISCES-1IB [31] is employed in FEMRC to automate the preliminary triangulation

phase by the user-specified boundary points and regions.

The main features of FEMRC are

(1) Due 1o the use of IGGI2 the users only have to provide a small amount of input data com-
pared to the massive amount of data for all triangular elements required in computation.

(2) Having different options. FEMRC can simulate both two-dimensional capacitances and
resistances.

(3) In capacitance calculation. nonplanar dielectrics are easily handled. There is no limitation
on the number of conductors or dielectrics.

(4) In the resistance calculation, any arbitrarily shaped. multiregion and multielectrode resis-
tor can be simulated.
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Input Geometry
Material Properties
Boundary Conditions

Triangulation (1GGI2)

Element Matrix

Assembly

Solution Method

Potential and Field

Charge (Current) |

1
Capacitance (Resistance) |

¢ Done

\___//

Figure 2.5 Flowchart for FEMRC(.

The above features indicate that FEMRC 15 a useful tool in estimating VI.SEinterconnect capaci

tances and resistances.
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2.5. Examples and Discussion
Example 1:

Figure 2.6 shows the cross section of an interconnect structure used for capacitance calcu-
lation. wherein three metal conductors covered by two levels of dielectrics are situated on the
top of silicon dioxide. The thickness of the metal 1s tum and the thickness of field oxide is
1.83um . Various combinations of dielectrics, conductor widths and spacings listed in Table 2 1
have been emploved for simulation. In the first set of the simulations. planar dielectric inter-
faces are assumed in order 1o compare the simulation accuracy for FEMRC and CAP2D. The
simulation results are listed in Tables 2.2 and 2.3 for self-capacitance and coupling capacitance.
respectively The self-capacitance in this case is the capacitance between the central line and the
substrate (or the ground plane), while the coupling capacitance is the capacitance between the

central hine and either of the adjacent lines. The capacitance C, 1s the measured data taken

! |
lum ’
il | |
| e W —— 5
H=183um

GROUND PLANE

I'gure 2.6 Cross section of three interconnection lines,
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Table 2.1 Test structures and different passivations

for FEMRC calculations. e
test structures R
case |_Pich linewidth W spacing § .
(um) {um) (em) R
(1) 3 1.7 1.3 e
(2) 4 1.8 2.2 L
3) 5 23 2.7 v
(4) 5 2.8 22 7
passivations R

(A) | No passivation (« = 1). -

{| (B) | 1 um thick SiO, (K_m,2 =3.9).
(C) | 1 pm thick nitride (k. = 7.0). R
(D) | 1 pm thick Si0- + 1 um thick nitride on the top. B

N ;.
'C P Yuanand T. N. Trick. ICCAD-84. pp. 263-265. -
5
K
N
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Table 2.2 Percentage errors of self-capacitances calculated fby
FEMRC and CAP2D for the structures listed in Table 2.1".

passivation case (1) | case (2) | case (3) | case (4)
C, 0.05 0.063 0.077 0.081
(A) CL(FE."VIRC ) 0.0541 0.0625 0.0796 0.0816
% (FEMRC) §.2 -0.79 34 0.74
% (CAP2D) 10 3.2 1.3 3.7
C, 0.055 0.071 0.088 0.091
(B) C, (FEMRC) 0.056 0.0673 0.0893 0.0884
% (FEMRC) 1.8 -5.2 1.5 -2.9
% (CAP2D) 4.5 0.6 -1.8 -0.9
C, 0.058 0.076 0.094 0.096
(C) g_(FE.’WRC) 0.0568 0.0695 0.0922 0.0904
% (FEMRC) -2.1 -8.6 -1.9 58
% (CAP2D) 0.7 -2.6 -4.3 -4.2
C. 0.057 | 0074 | 0091 | 0094
(D) C, (FEMRC) 0.0578 0.0687 0.0905 0.0896
% (FEMRC) 1.4 -7.2 -0.55 -4.9
% (CAP2D) 6.5 -0.3 | -2.1 -2.3

t . .
Assume planar dielectric interfaces for

both FEMRC and CAP2D calculations.

. Percentage errors calculated by CAP2D are taken from
C.P. Yuan and T N. Trick. ICCAD-84, pp. 263-265.




Table 2.3 Percentage errors of coupling capacitances calculated by
FEMRC and CAP2D for the structures listed in Table 2.1".

passivation case (1) | case(2) | case(3) | case(4)
C 0.0205 0.0130 0.0107 0.0145

C.(FEMRC) 0.0172 0.0097 0.0075 0.0104
% (FEMRC) | -16 -25 -30 -28
% (CAP2D) | -8.8 -19 21 -23

C, 0.049 0.030 0.024 0.031
C.(FEMRC) 0.0485 0.0291 0.023 0.0294
% (FEMRC) -1.0 -3.0 -4.2 -5.2
% (CAP2D) 3.9 2.0 2.9 1.9

C, 0.070 0.039 0.040
C (FEMRC) 0.0814 0.050 0.0498
% (FEMRC) 17 28 33 25
% (CAP2D) 21 33 40 33

C, 0.050 0.0268 0.0362
C_(FEMRC) 0.0529 0.0287 0.0357
% (FEMRC) 5.8 ) 7.1 -1.4

% (CAP2D) 9.6 . 13 4.4

" Assume planar dielectric interfaces for
both FEMRC and CAP2D calculations.

. Percentage errors calculated by CAP2D are taken from
C. P. Yuan and T. N. Trick, ICCAD-84. pp. 263-265.

from [32]. Percentage errors for both FEMRC and CAP2D by using the measured data as the

reference are computed as follows:

C.—C
Percentage error (%) = 100x

27l

C

”m

By comparing the results, it is observed that percentage errors for self- and coupling capaci-
tance calculations are comparable for FEMRC and CAP2D if the measured data are used as the
reterence. The percentage errors for self-capacitance are all within 107, However, the percen-
tuge errors for coupling capacitance are consistently greater. especially in passivations ( A) and

(). This may be due to the iuct that coupling capacitance 1s highly sensitive 1o the variation of

- -, -
s, -
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i conductor spacing and dielectric between conductors. Besides. it should be noted that the meas- <
< ured data on a physical model of a structure cannot be regarded as exact :
: In order to take a step coverage of passivalion into account, a piecewise line 1s used n the 4
p
- second sel of the simulations to approximate the nonplanar dieiectric interface in the passiva-
R tion laver. The simulation results along with the measured data are listed in Tables 2.4 and .:
~
2.5. 1t should be noted that passivation (A) is not included in the tables because no dielectric ]
covers the conductors in this case. By comparison, we can see that the percentage error for .
J
T self-capacitance stays almost the same. However. the results for the coupling capacitance have
. been improved on the average. for example. in the case of passivations () and (D). From this g
observation. 1t is indicated that if we want to improve the simulation accuracy by taking non- :
- planar dielectric into account, FEMRC is an indispensable tool. .
I :
Tabhle 2.4 Percentage errors of selt-capacitances caICL,xlated by ;
q FEMRC for the structures listed in Table 2.1".
~ .
i‘ passivation case (1) | case(2) | case (3} | case (4){ -
~ | C, 0.055 | 0.071 0.088 | 0.091 | 2
~ HBY C(FEMRC) | 0.056 | 00679 | 00827 | 00874 -
! | % (FEMRC) | 18 -4.4 6.0 | 40 ®
1 C, 0.058 0.076 | 0094 | 0.09 ! :
) . |
J OV T CUFEMRC) | 00567 | 00702 | 0.0860 | 00897 X
g | o (FEMRC) | 22 76 | 85 oh ;
B ; ‘ C, 0057 [ 0074 | 0091 | 0094 | -
|(DY T C,(FEMRC) | 00577 | 0.0694 | 00842 | 00888
ol | T A (FEMRC) | 12 PR .
3
R )

" Assume nonplanar dielectric interfaces for FEMRC calculations.




Table 2.5 Percentage errors of coupling capacitances calculated by

FEMRC for the structures listed in Table 2.11.

passivation [ case (1) | case (2) | case(3) | case (4) |
. C, 0.049 0.030 0.024 0.031
,- (B) | C(FEMRC) | 0.0471 0.0251 0.0195 0.0263
% (FEMRC) | -39 -16 -19 -15
C, 0.070 0.039 0.030 0.040
(CY | CAFEMRC) | 0.0778 | 0.0401 0.0309 [ 0.0414
% (FEMRC) | 11 2.3 3.0 3.5
C, 0.050 0.0345 | 00268 | 00362
(D) ' c(FEMRC) | 0.0521 0.0333 | 00277 | 00354
% (FEMRC) | 42 -4.3 3.4 2.2

" Assume nonplanar dielectric interfaces for FEMRC calculations.

Example 2:

In this example. two conductors with slant sidewalls situated on the top of oxide. as
shown in Figure 2.7, are simulated. From a cross-sectional view of this structure, it can be seen
that the conductors are first covered by a layver of nitride with 0.35um thickness, then another
thick laver of polyimide. Simulation results for conductors with spacing ranging from 1.0um
to 5.5um are listed in Table 2.6. The capacitance C, is the fringing capacitance between the

conductor edge and ground. and C_ is the coupling capacitance between two conductors. In

Fable 2.6. calculated capacitances for both nonplanar and planar dielectric cases are both listed AR
=

tor comparison. It is observed that the nonplanar dielectric interface in general has greater 3
oS

. . . S« ‘

impact on the coupling capacitance than on the fringing capacitance. This is because the non- ot
"

planar dielectric interface vignificantly changes the equivalent dielectric constant between two o
|

vonductors if there is a large diflerence between the dielectric constants of the two lavers of

passivations. Without considering the nonplanar dielectric etfect. we obtain an average 157
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Table 2.6 Comparison of capacitances calculated by FEMRC for the structure
shown in Figure 2.7 with different dielectric interfaces.

Nonplanar dielectric | Planar dielectric
C, I __C C, C.

1.0 0.0217 0.0579 0.0219 | 0.0706
1.5 0.0288 0.0377 0.0302 | 0.0495
2.0 0.0346 0.0270 0.0375 | 0.0343
2.5 0.0405 0.0201 0.0432 | 0.0275
3.0 0.0437 0.0155 0.0507 | 0.0199
3.5 0.0465 0.0121 0.0513 | 0.0170
4.0 0.0492 0.0096 0.0558 | 0.0124
4.5 0.0508 0.0077 0.0593 | 0.0098
5.0 0.0522 0.0062 0.0594 | 0.0079

5.5 0.0536 0.0050 0.0637 | 0.0064

Separation (um)

'P. E. Cottrell and E. M. Buturla. IBM J. Res. Develop..
pp- 277-288, May 1985.

error in the fringing capacitance calculation. However. the percentage error is increased to 25%
for the case of the coupling capacitance calculation.

Example 3:

Figure 2.8 shows a diffusion region with one contact electrode and one boundary electrode.

”
Assume that the sheet resistance is 12.4 and the specific contact resistivity is 24.3Qum". The

calculated resistance between the two electrodes is 19.34¢ including the contact resistance. For
comparison. we replace the contact electrode by a boundary electrode around the contact region
and perform the simulation again. The calculated total resistance is 10.8€) for this case. An
8.50Q difference is due to the effect of contact resistance. If a circuit lavout has a large number
of such contacts. neglecting them in circuit extraction may cause an incorrect prediction of cir-

cuit performance in the next step of verification.




3

) Co T 1

_ ., Contact | p. =24.3Q um?
i ' R’ = 12.4Q
| )

b .

N

S

. Electrode

o

Figure 2 8 An example lavout with a contact electrode.

Example 4:

In this example. we use a square coaxial transmission line [25] shown in Figure 2.9 w0
A evaluate the calculated accuracy. The exact resistance of this structure is known to be
1.287095144Q if the sheet resistance is 1Q. Table 2.7 shows the percentage errors and the cal-
" culation times for different numbers of grid points chosen in FEMRC. The calculation time
includes grid generation. triangulation. matrix solving and other setup times. It is observed that
AN
s increasing the number of triangular elements improves the calculated accuracy. just as theoreti- :
»
SR cally predicted. But the calculation time is significantly increased if a large number of gnid X
.
points are used in the calculation. For the practical application, however, a trade-off between
-'.: the calculated accuracy and the computation time should be made in order to save the computer
resources. ’
o«

)
o
|
-~ J
J
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Figure 2.9 One eighth of cross section of a square coaxial
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Table 2.7 Runtimes and percentage errors of resistance calculations h
for the conductor shown in Figure 2.9
- with different triangulations. S
number of | number of | runtimet ] .
case : error (%)
- nodes triangles (sec)
- (1) 174 293 36 3.82 A
' (2) 679 1256 2136 2.96 s
(3) 127 2345 505.7 1.24 ’
-
X X
: 'SUN 3,160 )
.' -~
- ~
- ."
2.6. Conclusions _
o
>
. . -
In thix chapter. a two-dimensional capacitance and resistance calculation program FEMRC

. .
. haved on TEN has been developed. In the capacitor model. there are nc restrictions on the t~
aumber ol dielectrics and conductors. and the shape of the conductors and the dielectric inter- .

. taces  In the resistor model. anv arbitranly shaped. multielectrode and multiple resistivity o
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resistor can be simulated. In addition, contact resistance s modeled by the Helmholtz equation,
in which gquasi-three-dimensional current flow is taken into consideration. Experience with

FEMRC shows that it is a practical useful tool in VLSI performance verification.

At the present time. FEMRC is not incorporated into the layout extraction program HPEX.
However, it generates the reference values for analytical capacitance and resistance models
emploved in HPEX. Details for the analytical models for capacitance and resistance will be dis-

cussed in the next chapter.
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CHAPTER 3.

RESISTOR AND CAPACITOR MODELS IN HPEX

3.1. Introduction

Several methods have been developed to calculate distributed resistances and capacitances
of interconnection lines in a circuit extraction program. In general. these methods can be
classified into the following three categories: (1) numerical methods [33-34.24]. (2) table-

look-up methods [3]. and (3) analytical formulas [19-20,35].

Numerical methods. as described in the previous chapter, are used 10 compute capacitances
and resistances by discretizing the field equation in the space or the surface of the conductor of
interest. Since the accuracy of the computation strongly depends on the number of grid points,
a large number of grid points generally needs to be generated in order to obtain a reasonably
satisfactory result. This in turn implies that a large number of linear equations have to be
solved. Therefore, numerical methods often require a large amount of computer memory and
time. Hence. although they are able to mode!l the real shapes of conductors easily and very
accurately. numerical methods are impractical for the majority of parasitic extractions of VLSI
circuit layouts from the computational standpoint. One practical application of the numerical
methods is that they can be used to model a small number of irregular layouts, while allowing

more regular shaped conductors to be handled by other simpler models.

The table-look-up method and analvtical formula approach are simpler in comparison to
the numerical model. Table-look-up methods are fairly efficient. but constructing tables for all

possible layout configurations would be time-consuming. Therefore, analytical formulas are

employed in our resistance and capacitance computations for simplicity and efficiency. Some
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accuracy may be lost if analytical formulas are adopted. However. by carefully fitting two- or
even three-dimensional numerical data. analyvucal formulas still produce results with good
accuracy. Furthermore, since only Manhattan layouts are ailowed as the inpul 1o our circuil
extractor, derivation of analytical formulas with reasonable accuracy is much easier Qur goal
is. therefore. to find accurate analvtical formulas for resistances and capacitances in actual cir-
it lavouts and use them 1n the circuit extractor In this manner. interconnect parasitics can be

extracted in a reasonable amount of CPU time, as well as being modeled with reasonable accu-

racy
3.2. Resistor Models Used in the Extractor

3.2.1. Long, straight interconnect conductors

Since our extractor handles only Manhattan circuit layouts. simple formulas have been
emploved to compute the resistances of nets. For long. straight conductor lines, the well-

known one-dimensional resistance formula given below is used.

length
R=R, —— . (3.1)
width
w here R, 1s the sheet resistance. This means that the value of resistance in a long conductor
line 15 the sheet resistance times the total number of squares in the line. When rectangular con-

ductors of the same material with various widths are cascaded. as shown in Figure 3.1. the

total resistance is approximated by the following equation:

N 1
R =R, T|— (3.2)
W

This v only an approximation. since the current crowding effect around some corners of rectan-

2les has been neglected. The accuracy of this approximation is hard to predict. since 1t varies

with the actual lavout implementation. For example. the actual resistance of the layout shown
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Figure 3.1 Cascaded rectangular conductors.

in Figure 3.2 is 2.12R,, . while the approximate resistance 1s 2R, . The percentage error 1s
in this case. The percentage error will be reduced if we change squares into rectangles by m
ing two electrode sides outwardly. However. if we only slide the left square up unul
length of the common segment is four times shorter than the original one, the percentage er-
by applving Equation (3.2) will be increased. Despite the difﬁculty_m controlling the accurac .

Equation (3.2) is sull strongly favored by a circuit extractor because of its simplicity.

(Llectrode 1)

—
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i
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Figure 3.2 Two cascaded conductors.
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3.2.2. Right-angle bend in the conductors

An important shape that we have taken into account is the right-angle bend. as shown in
Figure 3.3 in the conductors. If the corner rectangle is a square. the resistance of the corner rec-
tangle 1s less than that computled by using the center hine as the length due 1o current crowding
The two-dimensional analytic formula we use to approximate the resistance of the corner rec-

tangle 1s [36]

2 -
12 4a a —1 _yta™—1
R =|———In + cos - R, . (33)
a T a +1 Ta a“+1
\4"
~here @ 18 the ratio of wide-to-narrow widths of the corner rectangle. In Figure 33. ¢ = —
W,

with the assumpuion that w, 2 w,. It should be noted that if the corner rectangle is 4 square,

te .a =1 the resistance R 15 0.559R , instead of R, computed by Fquation (2.1)

b= 11 >l wl —
A w2
L
12
i
|
.
B
Figure 3.3 A right-angle bend
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3.2.3. Irregular shapes of conductors

FFor other more complicated shapes in interconnects. the Laplace equation must be solved
in order 10 determine their resistances. However. this is not done in our extractor in order to
save CPU time. Instead. we use a rectangle partitioming algorithm mentioned in the previous
chapter to estimate resistances of some irregular shapes. For instance. Figure 3.4(a) shows an
actual interconnect lavout. After partitioning one rectangle, a new node number must be
inserted. and the result is shown in Figure 3.4(b). The resistance of the rectangle. which abuts
the other three rectangles, is approximated by half of the resistance determined by the above-
mentioned formula. If the Laplace equation is solved for this configuration, we have the more
accurate result shown in Figure 3.4(c). For comparison. t.is circuit can be transformed into one
equivalent to I'igure 3.4(b). as shown in Figure 3.4(d). Although our assumption is crude, the

error 1s stitl tolerable

3.2.4. Highly irregular shapes of conductors

If a small portion of a highly irregular shaped conductor requires the high accuracy of the
resistance calculation. the only feasible method is to solve the 2-dimensional Laplace equation
by the numerical program FEMRC described in Chapter 2. At present this program is not
included in our extractor. The designer has to interactively simulate the critical part of the
layout, then insert the extracted resistance network back to the circuit extractor output. The
combined circuit description is then ready for the circuit simulation. Due to the required user
interaction and the fairlv heavy computation by FEMRC. this approach might not be very

practical.

FEMRC s also able to simulate two-dimensional capacitances by adopting that option in
running the program. Therefore. FEMRC can also be used to verify the 2-d analvtical capaci-

tance {formulas w hich will be discussed in Sec'ion 3.3.

PRy
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Figure 3.4 A resistance calculauion example: (a) A conductor layout.
(b) An equivalent resistance network calculated by our method.
(c) A resistance network calculated by FEMRC, and (d) An
equivalent network for the network shown in (¢).
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3.2.5. Contact resistance

As MOS technology scales down into the submicron regime, the series resistances contri-
buted by the source-drain and polysilicon contacts may become important. The contact resis-
tance R is defined as the resistance between two different materials in the contact region. The

most commonly used contact resistance is computed by the following equation.

L

R =R, ———— (3.4)
Witanh(L /L )

where L is the lenglh of window contact. W is the width of window contact which is perpen-

dicular to the current flow. and L is the transfer length and has the following form:

(3.5)

where p_ is the specific contact resistivity. the physical parameter which governs the interfacial

contact resistance between two different materials.

Equation (3.4) is derived from the one-dimensional model and is usually used in a
transmission line tap test structure [30] to determine p.. However. in this model it is assumed
that the specific contact resistivities for diffusion-metal and polysilicon-metal contacts are
already given. If the direction of the current flow is known. Equation (3.4) then can be applied
to estimate the contact resistance in the circuit extraction. Unfortunately. this information
will not be known until the simulation is performed. Therefore, the 10liowing zero-dimensional

analytic equation 1s adopted Lo compute the contact resistance.

P,
R = — . (3.6)

A
where A is the contact area. This equation assumes that the potentials at the contacted mater:-
als are constant, and the current density entering the contact window is uniform. It can be

shown that Equation (3.6) is a limiting case of Equation (3.4) when L >> L. If a more accurate

estimate lor the contact resistance s desirable. the numerical model embedded in FENMRC or
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even a three-dimensional model should be employed. However. in our extractor only Equation

(3.6)1s applied.

3.3. Capacitor Models Used in the Extractor

In calculating capacitance of the interconnects, basically. two tvpes of capacitances are
considered: the self-capacitance (line-to-ground capacitance) and the coupling capacitance. Cou-
pling capacitances can be further categorized into two types: (1) the parallel-edge capacitance
for two conductors on the same mask, and (2) the overlap capacitance for two conductors on

two different masks.

3.3.1. Empirical formulas for line-to-ground capacitances

To accurately predict the VISI performance during the preliminary circuit design phase,
accurate estimation of parasitic capacitances associated with interconnects is inevitable. In this
section, we will concentrate on the derivation of one of the most important parasitic capaci-
tances. l.e. line-to-substrate capacitance or self-capacitance. Although. generally, two- or
three-dimensional numerical calculations using Green’s function [37] or the finite-element
method as described in Chapter 2 are able to predict the line-to-substrate capacitance of a con-
ductor in a homogeneous medium or on several lavers of the media. they are prohibitively
expensive to be incorporated into CAD programs. A simple, accurate and closed-form expres-
sion to approximate the line-lo-substrate capacitances is thus necessary and critical in this

situation.

Several closed-form formulations of a single conductor in a homogeneous medium have
heen proposed [38-40). However. thev are either compu:ationally comphcated or not alwavs
accurate. In this section. a simple and accurate formula for the line-to-substrate capacitance of

a single conductor 1n a homogeneous medium is described. In the formulation the two-

- -'—.1

o o

3

I/

2 e .

»
»

XA

N ]

-
I

. 0

Pt 4

.

«

A

»

"ty e
« 22 .

" l.' .

®

PR L

@ 0 -

Pl ] .

BEARI A

»
£ s

~



dimensional effects. e.g.. fringing fields and the thickness of a conductor. are taken into account.
Furthermore. an attempt is made to include the effect of the slant sidewalls of a conductor into
the formulation. To confirm the accuracy of the reported formula, programs such as CAP2D or
FEMRC are used to generate the reference values. To evaluate the slant-sidewall effect on the
reported formula. examples with various combinations of design paramelers are examined.
Finally, a simple modification of the approximate formula suitable for two layers of media is

discussed.

3.3.1.1. Formulation

The capacitance of a conductor over a substrate shown in Figure 3.5 is determined by the

thickness ¢. the width w of a conductor, the distance &t from the ground plane (the substrate

usually taken as the ground). and the angle a of the slant sidewalls. Intuitively, this line-to-

substrate capacitance 1s composed of two parts. one with 1 =0 and the other resulting from the
sidewalls of a conductor. If the capacitance with ¢ =0 and the capacitance due to the sidewalls

of a conductor are correctly modeled. then the line-to-substrate capacitance is simply given by

¥
GROUND PLANE

Figure 3.5 A conductor over ground plane.
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C=C +C, (3.7)

where C, 15 the capacitance of infinitesimally thin paralle) plates (1 =0). including the fringing

field effect. and C, is the capacitance due to the sidewalls of a conductor

For the capacitance ot the very thin parallel plates (1 =0), including the fringing field

effect. the following formula is first considered [41]

€w
= —+

h

mw

h

w
—>>1

h

2h
1+ —
mw

C 1+In (38)

!

The first term represents the parallel-plate capacitance while the second term is the fringing-
field capacitance. However, this formula is only valid when the width w is much greater than
the distance 2 from the ground plane. The errors are more pronounced when the width w 1s
comparable to the distance /. the usual case for VLSI circuits. lence. other formulas which
have been developed for the microstrip using a modified conformal transformation method (for

=0} are employed [42].

w w
C. = €|—+1393+0.667[n|—+1 444 (|, w 2h (3.9)
h h
21e
C, = w <h
SNhooow (3.10)
In|—+—
w4k
The fringing-field capacitance C, of a single conductor with ¢ =0 1s given by
¢, —C,
C, = (3.11)
2

The capacitance € 1s the parallel-plate capacitance given by the following simple equation:

w

C, =e—
h

(3.12)

As for the sidew all capacitance of a single conductor. the foliowing formula which models

rao cenducting plates at a certain angle s used [43].
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€ln lz/ll’
1
C. = (3.13)
0

where [, [, and 8 are the lengths and the angle as shown in Figure 3.6. Since the fringing-field

effects at the ends are neglected in the abhove formula. the computed capacitance always
underestimates the actual one But this underestimation will be compensated by the capacitance
of thin parallel plates (1=0) mentioned when summing up the total line-to-substrate capaci-

tance. Therefore, the tota! line-to-substrate capacitance per unit length of a single conductor is

given by
w w t
C = e€—+€(1.393+0.667in|—+1.444 |+ Inlt+—1{]. w2h (3.14)
h h T h
w 2 w 2 t
C =e—+¢ s In{1+—1{], w<h
h 8h w h T« h (3.15)
In|—+-—
W 4h

It 1s noted that the factor 2 in the sidewall capacitance term accounts for the two sidewalls of a
single conductor. Also the capacitance is reduced to the capacitance of thin parallel plates C.

when t=0. in accordance with the physical interpretation.

7
()

Figure 3.6 Two plates with a certain angle.
8 P g
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3.3.1.2. Comparison and discussion

In order to compare the accuracy of the various proposed approximations. capacilance
values obtained by two-dimensional numerical computations using Green's funclion were
chosen as the reference values. Capacitances normalized with respect to the parallel-plate capa-
citance obtained by numerical calculations and our approximation with a = 90 are depicted 1n
Figure 3.7 for ¢ /h = 0.1, 1, and 10, respectively. For t/h = 0.1 and 1 our approximated values
are within 3% of the reference values except for w/h << 1 This is because the formula for the
capacitance of thin parallel plates used in our approximation is highly inaccurate when
w/h << 1. In VLSl circuits. however, this is seldom the case. For £ /A =10 the observed errors

are within 6% of the reference values again except for w/h << 1 for the same reason as before

In Figures 3 8, 3.9 and 3.10. the percentage error with o = 90° s plotted for ¢ '/h = 0.1
t/h =1 and ¢ 'h = 10. respectively. for Flmasrv's approximation {39]. the c¢yvlindrical approxi-
mation [40]. and our approximation These figures show that over a wide range of design
prarameters, 1.e., the thickness and the width of a conductor or the distance of a conductor from
the substrate, the results seem to be much better when our formulas are used to compute the
capacitance of a conducteor with the sidewall angle a = 907 In order to study the capacitance ot
a conductor with slant sidewalls. a two-dimensional numerical program which includes the
slant-sidewall effect was used o generate the reference values Table 3 1 hists the percentage
errors for conductors with a sidewall angle a = 707, and the results shoa a veneral ayreement
bet'aeen the approximate values and the reference values  Also indicated (in Table 11 are the
percentage errors hetween calculations neglecting the slant-sidewall effect in vur approximate
formulas 'a = 907 ) and calculations by the ta o dimensional program with a = 70 [he (om

rariscns show that exeept tor t h = 01 the percentaye error s eredter for cur approvimate for

mulas anere the sideaall anole o v not taken oo considerdation There! re noarder 0 main
tain the accuracy of ur proposed formubas it s amportant o cuhe fne stant sidew il odect int
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Table 3.1 Percentage errors of our self—capaciluncegormu]as
for a conductor with a sidewall angle a=70".

Percentage Error (a=70")

w/h || t/h=10 | t/h=5 | t/h=3 | t/h=1 | /h =0.1

) ) } ) 0.33 ; -1.82
(4.67) (-1.11)

5 . . ] 0.97 -1.34
(4.24) (-0.83)

5 _ 6.48 4.73 1.70 -0.25
(11.14) | (8.48) | (3.65) (0.08)

10 6.92 5.12 3.88 1.63 0.29

(10.71) (8.02) | (6.18) | (2.81) (0.45) |

t o
percentage error for a=90".

In the previous discussion we have assumed a single dielectric. In an actual configuration.
however, the conductor is situated on top of the oxide (SiO,) and capped with a passivation
laver. e.g.. SiN as shown in Figure 3.11. The difference between dielectric constants should also
be taken 1nto account in the approximate formulas to maintain accuracy. By using the similar
treatment as [40]. weighting factors for the "parallel-plate” term and the "fringing” term are

chosen. For two layers of dielectric media the line-to-substrate capacitance is thus given by

conductor

GROUND PLANE

Figure 3.11 A conductor surrounded by two different dielectrics.
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e.lvg
C =€  |parallel —plate term + Jringing —[ ield term] . (3.16)
€Ul
1 ~ -
where €, = — le"‘ +eg,\ l To examine the error produced by the above equation, reference
2

values were generated by a two-dimensional program assuming that the thickness of the pas-
sivation laver s infinite. The percentage errors of different combinations of w/h and t/h for
a=90" and 70° are histed in Tables 3.2 and 3.3, respectively. The dielectric constants used are
<. =39 €,, =75 Note that the errors are within 6% of the reference values. This again
shows that our approximations are reasonable, even for a conductor in the two lavers of dielec-

tric media.

Table 3.2 Percentage errors of Eq. (3.16) for a=90"
as compared 10 numerical calculations.

S AL Sl A% N Sl Sab ek Sl Sl At Aol

Percentage Error (%)
(a=90°)
w'h [l t/h=10 | vh=1 | tth=0.1
1 -5.22 -3.96 -4.27
2 -2.26 -2.30 -2.68
10 -2.98 ~-1.70 -1.55

Table 3.3 Percentage errors of Eq. (3.16) for a=70°
as compared to numerical calculations.

Percentage Error (%)

(a=7()o)
whith=10]th=1] th=0.1
1 - -1.16 1.96
P2 - 0.95 2.58
b 10 -4.26 0.06 | 1.57
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3.3.2. Coupling capacitance

We shall now turn to the coupling capacitance calculation. For the case as shown in Figure

3.12. the following simple formula for parallel-edge capacitance [35] is used.

22 -

t

h

4

h

w s

h

Cy, = €0.03|— [+0.83|— |-0.07

(3.17)

h

where w is the width of the conductor, ¢ is the thickness of the conductor, /& 15 the height of
the conductor-to-ground plane and s is the separation between two conductors. The percentage
error of the above formula is within 10% of the referenced value resulting from 2-d calcula-

tion.

As for the case in which two parallel conductors are on different mask levels as shown in

Figure 3.13, the following formula for the overlap capacitance derived in [27] is used.

d 0.5m 0.5m
Cio=€—+¢g T 1] ’ (3.18)

t Lo !
ln|1+y+lyly+2]]2l lnl1+B+|B [B+2 2

1

— " — — W —

Conductor (1) Conductor (2) ¢

GROUND PLANE

Figure 3.12 Two conductors at the same laver over ground plane.
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Conductor (2) x5

L. A

x) Conductor (1)

GROUND PLANE

Figure 3.13 Two conductors with overlapping.

4, 4t
where y = —, 8 = — . and €, = (€,+€,)/2. This formula accounts for differeat dielectric
Ty X 5

constants by using a weighting factor.

Finally. the formula for cross-over coupling capacitance as derived in (27} is employed in

our extractor. which is given by

3243 00175 ~0.354
5

+ |-
t

0.171

Aol e

w

111
w
C,, = €[0.0034 6.74|—| +6.25
14

{

This formula is obtained by fitting data calculated by a 3-dimensional numerical program. In

order to reduce variables in curve fitting, two assumptions are made. First, thickness and

widths are taken as the same for two conductors. Secondly. the length is five times that of the
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width. This assumption is a reasonable one because most of the fringing field is close to the
overlapped region between two conductors. The nominal percentage error is 10% as compared
to the numerical calculation. However, if the thickness and width of both conductors are

different. this percentage error might increase.

3.4. Lumped RC Circuits for Interconnect Modeling

(Ince resistance and capacitance values are determined. a lumped circuit model is used to
approximate the behavior of distributed RC lines. In [44], it has been concluded that w-circuit
models give satisfactory results in the approximation of a distributed RC line. Therefore, a 7-
circuit model is chosen to approximate every branch in the interconnect. Furthermore, in order
1o compromise between the number of nodes created and the accuracy of modeling. a resistance
threshold R is used to select a one- or a two-section 7-lumped circuit in modeling distributed
interconnects. However. for the insertion of coupling capacitance. a T-like circuit model is
chosen for simplicity. Figure 3.14 gives an example showing how we use the lumped circuit

maodel to approximate distributed RC lines which include the coupling capacitance.

3.5. Conclusions

In this chapter. the resistance and capacitance computation models used in HPEX are
developed. In modeling an interconnection line, analytical formulas obtained by fitting the
numerical data are first employved to compute the resistance and capacitance values. These
values are then distributed into two sections of a lumped circuit. Analytical formulas. instead
of more accurate numerical methods. are adopted in HPEX to significantly reduce the computa-
tion t:me. By carefully fitting the analytical formulas. the produced errors can be controlled

within the tolerance limit.
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Figure 3.14 Lumped RC model for cross-over interconnects.

The same fitting technique can be applied to derive the closed-form formulas for coupling
capacitance calculation. The accuracy of the fitting formulas are somewhat reduced because
most of the coupiing capacitances are three-dimensional in nature. Furthermore, some accuracy
may be lost due to the fact that self- and coupling capacitances are separately compulted in

these models. In reality. both self- and coupling capacitances are strongly coupled together and

cannct be separated. However. these computation models are able to reduce the computer
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resources by predicting the first-order parasitic effects. 1f a higher-order accuracy is required. a

"
numerical program such as FEMRC should be included in HPEX. But for real circuits with a

-
large number of parasitics. the incorporation of FEMRC into HPEX may not be practical. :’:.
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CHAPTER 4.

DATA STRUCTURE AND BASIC ALGORITHMS IN HPEX

4.1. Technology Assumptions

(3}

Technology assumptions embedded in HPEX can be described as follows:
MOS technology : Either NMOS or CMOS circuit layouts are assumed.

Manhattan style layout : Only 1sothetic (or recuilinear) polygons are allowed as input to
HPEX  All boundary segments of 1sothetic polvgons are parallel to x-axis or y-axis.
I-urthermore. all isothetic polygons are split into a equivalent set of rectangles stored in

the internal data structure of HPEX

No closed loop transistors: Only simple or serpentine shape transistors can be specified in

the input file.

One- or two-laver metal process : No contact cuts are allowed between the second layer
metal and polvsihicon or diffusion laver. The second laver metal is electrically connected

to the polvsilicon or diffusion conductors only through the first layer metal.

Planar interconnect process . There 1s no step coverage in the interconnect conductors.
Although thix assumption simplifies resistance and capacitance calculation. it is somewhat
invalid because most of present semiconductor technologies still use the ccnventional
interconnect process with step coverages The planar interconnect technology will substan-

tally complicate the fabricavion process. However. the planar interconnect process will

become ihe choice ot technology due 1o the requirement for multi-level interconnects and
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high packing density in VLSI circuits. Some of advanced GaAs circuit technologies have

already demonstrated the advantages of using the planar interconnect technology.

4.2. Geometrical Data Structure and Algorithms

In HPEX. a layout is represented as a collection of rectangles. All geometric manipula-
tions. such as boolean mask operations. are based on rectangles. In general. a large number of
rectangles are needed 1o describe the layout of a typical VLSI circuit. Therefore. from the
extractor performance roint of view, to design an efficient rectangle data structure for HPEX s
very crucial. A linked list of rectangles. though simple to implement, is not efficient enough for
region queries. Region queries. frequently used in HPEX . are defined as operations of finding all
rectangles intersecting a specified region. The geometrical data structure emploved in HPEX s
called a 4-d binary search tree [45-46]. The hasic concept behind a 4-d binaryv search tree Is
based on a divide-and-conquer techmque. Each node of the tree corresponds to a rectangle 1in
the layout. At the root of the 4-d binary tree. the space 1s spht in half by the left edge of the
rectangle corresponding to the root node. At the next level. the remaining <pace 1s cut in halt b
the bottom edge of corresponding rectangles. By a similar procedure the right edge and then the
top edge is used to divide space in half. Figure 4 1 shows a lavout example consisting of 11 rec

tangles and its corresponding 4-d hinary tree.

The Pascal data structure for 4-d binary trees used in HPY N v letined as tolloas
rectplr = rect;

rect = record
kev  :arravi0. 3] of real.
(* four kevs
I\e‘_.'[()] = \min
kev[1] = vmun
kev(2]) = -xmax
kev(3] = - max®

mask  mask level; (* Mask leelrecian o e e 0t
Ison. (* left son in tree structure *

rson rectptr: (* right son i tree strac e *

ndisc Conteger: (* disirimunator ! sUcees s o

% AT ST
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o syt searan ree egch tree node s dehined noterms of g rectangie which has

e e T A 2 and ke 3 Foar ke of uorectangle are defined as tollows
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In the input phase of HPEX. 4-d binary search trees are first built according to each mask

Then various searches are pertormed based on these trees. either identif ving transistor

channels or finding all electrically connected rectangles. In general. two basic algorithms are

needed.

insertion and intersection queries. An insertion algorithm is used to build as well as

update 4-d binary search trees, while an intersection search algorithm is to find all rectangles in

a tree which are intersected by a given region. The insertion algorithm used in HPEX is

described as follows.

ALGORITHM 4.1 4DINSERT

Input a node P and a 4-d binary search tree.
Output. a new 4-d binary search tree with node P inserted.

11 [Check for empty tree]

It ROOT = nii then set ROOT = P. DISC(P) =0,

r~onlP) = nil. lson(P) .= nil. set rson(P) as thread and return
Otherwise Q = ROOT

12 [Compare]

It

ch\,.[L ] = ke_\'(,[t] for) <=1<=3

tie the nodes are equal) then return; otherwise,

i

) key, [DISC(Q)] > key [DISC(Q));
or iZJM\,[l)ISC(Q)] = key,[DISC(Q)).

kev [(DISC(Q )+ 1)mod 4] > key, [(DISC(Q )+ 1)mod 4);

or (3 kex, [DISC(Q)] = kev ,[[)ISC(Q)]
ke, [(DISC(() )+l)mud4]—ke\ JEDISC(Q)+1)mod 4]

kex [(DISC(Q)+2)mod 4] > kevk,[([)lSC(Q)-b-’)nwd 1];

or (4) kc\} (DISC(Q)) = key,[DISC(Q)].
key o [(DISC(Q +I)mud4]—ku JCDISC(Q )+ 1) mod 4]
kev [(DISC(Q)+7)mud4] Ia,,[([)lSC(Q)Jﬂ Imod 4);

key ,[(DISC(Q)+3Imod 4] > kev,[(DI\C(Q)+3)mud 1]:

then set son(Q) = rson(Q)
else set son(Q) := Ison(Q).

If son{Q) = nil. then go to 14

13 [Move down]

Set Q = sonlQ) and go 10 12.

14 [Insert new node in tree)

Set sent Q) = Porson(P) = mil. Ison(P) = nil and return.

In seneral. a built tree is not balanced in height if 4 random order of rectangles 18 used ds

an anput By emploving the above algorithm. Figure 4.2 illustrates a 4-d binary search tree
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corresponding to the layout shown in Figure 4.1. This tree structure is different from that
shown in Figure 4.1 because in the actual implementation key[2] and xey[3] are defined as nega-
tive of the right and upper bounds of a rectangle. It should be noted that for applying the
above algorithm a different insertion order of rectangles may produce a different tree structure.
As an example. Figure 4.3 shows a different 4-d binary tree corresponding to the same lavout
described 1n Figure 4.2. Since a buill tree structure varies with the input sequence of rectan-

gles. we may have a purely directed path as the worst case in applying 4DINSERT.

Another algorithm to build a 4-d binary search tree attempts to balance the height of the
tree by some preprocessing steps at each level of the tree structure. This alternative first reads
in all rectangles and stores them in a linked list. This linked list 1s then recursively sorted by

the respective key. and broken into approximately two halves by a median node. Given a

Iiscriminator
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4.3. Circuit Netlist Data Structure

4.3.1. MOS transistor record

Since our circuil extraction is oriented to the MOS technology. the record for MOS transis-
tors must be defined in order to store the extracted information about the transistors. The
transistor record is defined as follows:

tranptr = "transistor;

transistor = record

ttype - nmostype: (* tvpe of the transistor *)

width.length : real: (* width and length of the transistor *)

source.drain : adjptr;

gale . pdaptr;

dnode.snode.gnode : integer: (* node numbers for drain. source and gate *)

geap “real: (* WLC, %)

dcap © real. (* capacitance associated with drain node *)

scap : real: (* capacitance associated with source node *)

drainnet.sourcenet.gatenel . netptr;

next : tranptr;

end.
In the above record. most of the parameters are self-explanatory. The source. drain and gate
pointers are heads ot hists ol rectangles corresponding to the source. drain and gate regions.
respectinely  This information 1s very important when we estimate the equivalent channel
leneth width. source and drain areas of the extracted MOS devices. In order to easily fetch
three lerminal nets ol g particular transistor. sourcenet . drainnet and garenel are defined as
poanters toosource driun and gate nets. respectively [T s alse noted that the drain, source and

sate node numpers are hepl in the intevers dnode  snude and grode . and need to be updated

LTy TRE BT TR I0N Process

4.3.2. Interconnection records
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nelptr = nel
net = record

ntype . netlype;

namenode : ionodeptr; (* character name *)
lotalres.totalcap : real;

tranconset : tranlinkptr;

reduction : boolean: (* need node reduction? *)
bound : array [0..3} of real:

nextnet : netptr:

number : integer: (* net number *)

geometry I gmyptr;

branch . branptr;

resistor.selfcap : crptr: (* lists of resistors and capacitors *)
couplingnet : cpnetlinkptr: (* coupling nets *)
end:

The pointer tranconset points to a list of connected transistors by the net. This information is
useful when we need to traverse the circuit schematic. A list of rectangles which constitutes
the net is stored in the gevmetry pointer. These rectangles are processed through the RC model
module to generate interconnect parasitic resistances and capacitances. If the net is connected to
more than two tlransistors. then branches constituting the net are pointed by the branch
pointer Another parameter used is bound . which defines the boundary of a net Before calculat-
ing the coupling capacitance between two nets. bound is used 1o determine whether the coupling

ts too smalt to calculate. This avoids computation of the coupling capacitances which have a

neglhigible effect on circuit pertormance.

The basic unit 1n interconnect RC modeling for HPEX is called branch. A branch is
delined as a set of electrically connected rectangles. in which there 1s no side branch for current
floa Por each kranch two resistors and three capacitors are used to approximate an RC distri-
buted tine The branch record in HPEN s given as follows:

- “hranch

hranptr

Pranch = record
hound arrav [0 3]0t real.
nodel.nodel .nodem nteger. (* end und nmuddle node numbers *!

resistorl resistor  crptr

nodeloap node2aap.nodemaap  orptr
ymyconnect  adptr

LOUPLAp  cpeonptr

.
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next : branptr;
end; .

The array bound also represents the bounding box of the branch. In coupling capacitance calcu-
lation, if two nets are close enough, then the bounding boxes of two branches from each net are
compared 1o filter out the coupling effect due to a large distance. This process proceeds until all
branches have been compared. This hierarchical comparison for the bounding boxes of nets and
branches will substantially reduce the number of rectangles required for comparison during AN

coupling capacitance calculation.

4.4. Layout Resizing Algorithms

Because of the important role played by chip layour feature sizes in circuit performance.
actual dimensions of devices and interconnects should be correctly estimated. If the CIF input
represents a mask lavout. then the difference between the mask layout and the actual dimen-
sion on the physical layout resulting from process variations should be taker into account dur-
ing circuit extraction. The fabricated regions are usually different from the regions i the mask
lavout by a umiform width around the periphery of the regions. For example. the diffusion
recions are larger than the mask lavout due to the inherent lateral diffusion of ions during the
fabrication process. Nevertheless. the polvsilicon regions might be smaller than the designed
mask because of the process as. This width of contraction or expansion becomes significant in
determining the critical feature size of the circuit lavout as the VILSI chip becomes larger and
denser Thus g capability to resize the regions of a VISI lavout before aircull extraction 1s

impertant tor the lavout erttication

Cicen the regions vonered by a set of rectangles. several approdaches have been proposed to
rrract or tooexpand these regions. Thypically a favout resizing procedure can be described as ..
dhoas berst the curlines Gor hounddres! of the Jisiont regrons are Jdetected Then the irue

Ui es o Che tesced cegins conad be tormed Blooontracting tor expanding ' the hoedndars
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segments inwardly (or outwardly) through parallel displacements. If the final output s
s

represented by an equivalent sel of rectangles. a decomposition algorithm which transforms
:4:' polyvgons into rectangles 1s required. Therefore. two different data structures are necessary 1o

support the resizing algorithm: (1) 4 rectangle data structure and (2) a polvgnn data s*ructure.
ol
An algorithm employed to maintain these data structures during structural! transtormation
g could be complicated and difficult 1o implement. Hence a simple and efficient resizing algorithm

based oniy on one rectangle data structure is proposed 1o contract or expand the input circuit
- tayout. This resizing algorithm is implemented in the extractor HPEX.

In the remaining part of this section. important definitions will first be given in order to

R SIS e

describe the layout resizing problem. Some of the previous approaches will then be reviewed.

.
3 - . . R
S tollowed by a discussion of our proposed resizing algorithm Finally. other potential applica-
b
.
S tions ot the proposed algorithm will be described
it
g
4.4.1. Definitions
N Since a rectangle 1s chosen as a primitive 1n our internal data structure. the following
definitions are mainly aimed at the relationships hetween rectangles.
Detruzion 41 Isorhetie Rectangle
. An ivothetic rectangle s a reclangle with 1ts edges parallel to eitner x - axis or v-axis In
the remaining part of this chapter. the term rectangle’ represents isothetic rectangle for brey-
e,
b lennarion 42 Overlap
N I'aoredtangles are vveriapped it they have y common ared
. Degncsion 33 Now s the v Tor ) Direction

A rectanvies are gbGtied in the 1 otor L et b Then Da e d Gy 0 LDy secmen” ]

. . 9
Cordaratlel toor gaas o o !




Definition 44 Eyuivalence

A set ot rectangles R 1s equivalent 10 another set of rectangles ROt they «ooer the sume
regions.

Definition 4.5 Fxpansion (or Tosinive Offsetting 1 by Width d

l.et S be a rectangular region. The expanded region of S by width & s defined as " oiivans
g r g A

E,S={ueR|vES lu—l<y! ra

where E | is an expansion operator which expands a region by width &
For example. Figure 4.5 showys a rectangle {solid line) and 1ty expanded fedion oo ed
hine) It can be observed that. by applying the above definition the exranded ey ne hane

cular ares of radius d which inevitably complhicate the resizimyg aleeritnm and s sappe o

data structure. As g result. in order to simphits the restoing alo rithm and date 21 aciure e

tollowing loese definttion for expansien of 4 rectangle is used bereatier

o AR iten
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-' n Denratvon 40, Paraliel Expansion by Widih d
3 let S =11 vIER|y,Sx € v,and ¥y, <y <y, !} be a rectangle in the plane R’ The paral-
: lel expanded region of S by width d is defined as follows:
g ’ E'S = {(x xR x,~d $x Sx,+d and v,—d Sy Sy,+d |, (4.2)
“; ' a here E/ 15 a parallel expansion operator that expands a region oulwardly by a parallel move-
;i ment of boundary segments for a distance d .
P
Pigure 4 6 1llustrates a rectangle and 1ts parallel expansion. According to this definition,
E rectangles remamn rectangles after expansion. The same is true for polygons. However, for
poLoeens the parallel expansion is not as simple as that for rectangles. since there might be an
intersectien of houndary segments after expansion as shown in Figure 4.7. Therefore, finding
- intersections belween boundary segments after expansion and removing false boundary seg-
. Tenis become Two main steps in the polvgon expansion algorithm As for rectangles, we can
R

cas . ind tneir (xpanded regions without worrying about intersections between boundary seg-

e~y his s one of the reasons that we develop the resizing algorithm based on a rectangle

Gdtg strudture

Original Region

Parallel
Lxpanded Region

Pooue d e Tua.out paracde!l expansion

- L -~ & e ——h s bt asedrdadelatacalse "atasatata Lo aartnay s o o lada s ata et atar Al atar asaial el alad
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Freure 37 Tavoul exnpansion anth nierse. ool 0 0 4
= 13

Depnitiorn 47 Complement Operatonr

For any reqion Roa complement operator Cas derned s b biowe

CR =1+ €R|(x . €R i

Since the contraction of a4 rectanygle § cun e dehined as the compiement 7 e exnyaries

complement, namely C;S = CIE_(CS!.. where C) and C are parallel (- oniracs 0 peras rona
complement aperator respective v.owe Al not wive o separate definition sev i rectansle oo

traction here. it follows immediatel~ !rom the gabe.e defimtions that the © owing b dean

aperalions a e correct

Ef(AUB' =EAJE.B N
C(AUB DC/AJC'B ‘15
The first preperty indicates that the expansion of a umon of the rectangies 1~ equialent to the
union of the expansions of each individual re.tangles. From the electrical point of view wiven oy

set of rectangles in *he same mask level. 1f two rectangles are electrically connected. then the.
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1121 Gutivne procedure
Coee 0 RO N e L e e A A he cuthine pricedure as e find the

3 oo ten o JF e e o ma s Coneet ot one or o mare disjoint connecled

e gl the uthine U b oor 0t s Nt CLores constradted L Lertical and norzon

e tandand g rthm ande e detasted amplementation of the cutline procedure for \
e e ar ey car be found o the tent guthared by Preparata and Shamos [47) The algo
Lot a maen thases and can be hroefly descrined as toliow s Inthe first phase the scan
o Lpretted B che ement tree T O047] G emploted o find the set Vool Lertical

crent ot tne ontowr Once the el Vohas been obtined. the second phase s 1o hink these

.

S1ermentor o megns ol L gl cerments e borm the hutline of F

A oner Ltine a nthm has been proposed o Romatsu and Suszuko [J?\]. The main von

SV venind Cherr gicanthmoas e o hind disjoint cennected U‘mpnncnl.\ feach component con-
ot a it ot rectanglest of rectangles allocated to subchips of a chip area. Then the rectan-
¢ gl beleny tootne same poelugen are collected and the outline segments are extracted. By
“peating this process. the outine procedure 1s carried out. The process of extracting the con-
ur trom a et ol rectangles s similar to that menticned 1n the first algorithm except that the

b’ set ol her:-ontal #dges instead ot the vertical edyes are derived first.

4.4.2.2. Resizing procedure

Alter the outlines of a given set ol rectangles have been detecied. we can proceed 1o resize

. these regions. This is equivalent to resizing a set of polvgon regions. The tvpical resizing algo-

B rithm can be found 1n [49] and s summarized as follows:

e

K
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r XY Method

[1]  Scan the input region vertices and sort them in the ascending y-coordinate order. As
- shown in Figure 4.9(a). the polygon is then split into banded regions according to this list

- of sorted vertices.

[2] letd be the expansion distance. For each banded region, the distance from a vertical side

. A 1o its neighboring side B is determined. If it is less than 2d. then the area between A and

B 1s added to the figure and two banded regions are merged horizontally (Figure 4.9(b)).

(3] Expand the output regions from Step 2 by d in the x direction since no intersection of

sides will occur (Figure 4.9(c)).
[4] Repeat the previous steps for the v direction.

. Step 2 can be done by scanning the vertices from large to small v values. In each position of the
scanline. the horizontal test is performed to find banded regions which should be merged after
the expansion. Also note that this method resizes the rectilinear regions with x -axis and y-axis

directions separately.

]
4.4.3. Our approach to layout resizing problem
For the purpose of efficient implementation of the resizing algorithms., we develop two
different algorithms (expansior and contracticn) in our approach instead of applying the con-
cept of region complement.
:‘j 4.4.3.1. Expansion algorithm
Ay As mentioned before. there is no discontinuity problem for the region after a rectangle-

by-rectangle expansion. Therefore, in the expansion problem we can first expand every
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(a) X direction banded regions

(b) Horizontal merge

(¢) X direction expansion

Figure 4.9 XY method.
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' cevtanule. and then remove gll the overlapped revions The algonthm we propese s straghint o

sard and can be described as tojlows

ALGORITHM 4.4 Scanline Method for Layout Expansion g

Input a hist of buxes B in one mash lesvel the shrinkage distuance d
and the teature <ize threshold A
Output. a bist ol nonoverlapping expanded boxes B;

neyin

1 Fxpand every box in B by u distance d
Sort B by top edge of box in descending order
i Use scanline sweeping in -y direction 10
' transform B into B,, which represents
4 set of maximum horizontal strips
Sort B;, by right edge of box 1n descending order -
Set ~canline at right edge of laver. sweep in the  direction
to vertically merge boxes with v direction feature size less
than predefined threshold A 1nto contracted set B,

6 return(B; ).
~nd.

0
[UVEN 2V

‘AN b

. Step 2 in the above algorithm 1s to produce a unique lavoul representation with boxes adjacent '
10 each other in the X direction. It 1s noted that in this step the “scanning painting algorithm’
wimilar to [SO] 1s used to remove all overlaps for each mask level 1n order to correctly perform

a circuit extraction. The purpose of step 5 1s to construct the correct dimensions for all boxes to

be used in the resistance model for circuit extraction Figure 4.10 shows an example for step S .

4.4.3.2. Contraction algorithm

Rectangle-by-rectangle contraction for the layout resizing might create the electrical
. discontinuity problem, Therefore. traditional contraction algorithm merges all boxes into dis-
joint polvgons before going to the actual layout contraction. However. in order to simplify the
algorithm and its supporting data structure. we propose a contraction algorithm which s based
v on a novel Y-X scanline method together with a rectangle data structure in our extractor. This

algorithm is described below. .

D

" a" e ¥ "u"
J‘I\J\I.‘f'l‘{"



@ Ornginai lavout

(b Atter vertical merge

Figure 410 A vertical merge example.

ALGORITHM 4.5 Scanline Method for Layout Contraction

Input: a list ot boxes B in one mask level, the shrinkage distance d .
and the feature xize threshold .
Output. a hist ot contracted boxes B, .

bevin
1 Sort B by top edye of box in descendiny order
2 Uwe scanline sweeping 1n -y direction to
transform B into B,; which represents
a set of maximum horizontal strips.
Shrink every box in B,, by distance d .
Set scanline at top position of layer again. sweep
layer in -y direction to insert missing boxes due to
layer contraction.
Sort B,; by right edge of box in descending order.
- Set scanline at right edge of layer. sweep in the -x direction
to vertically merge boxes with v direction feature size less
than pre-defined threshold A into contracted set B, .
7. return(B, ).
end.

It 18 noted that shrinking hoxes is performed after a set of maximum horizontal strips are

U R ARP RISy




\ cUraa o aener o oy N A n

acs b canoappiy o most VESE Laccuts oo ot
aveout The evample v shoanan Payare 411 00wt
Caaee e tespang distancee the abose glporithm a0 or

lio rder o mahke the algonithm more robust o modibed

ccantime et ncd s developed and given as tollows

ALGORITHN 4.6 Modified Scanhine Method for Layout Contraction

A e[

Ml Wk oW

t the fteatur: o

wduce e e g

algenthm oo

RESATVLIN! ©owves Banoone mask level the shrinkage distance d
iid he teaure size threshold h
Ohnut g sl conlradted boxes B,
d
B
A o .
........... ! ‘
S Kl r] < 2(1
R R T
{a) Incorrect Contraction
e .
| 3
L 1
— 1
P i
{ e e e
'b) Correct Contraction
Figure 4.11 An example to show incorrect contraction
by scanline algorithm.
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1 Sort By right edye of box in descending order
¢ 2 Use scanhine sweepine in o direction o
" transtorm Bante Booahich represents .-
:" 4 set o maxvimum vertical strips -:.
’ 3 Shrink every box in B by distance d in v A
Jdirection
1 Sert B by top edee of box in descending vraer =
- S Uxe scanline sweeping in -y direction to
2 transtorm B. into Boo w hich represents
- 4 set ot mavimum herizontal strips .
X 6 Shrink ever. bux in B, by distance d 1in v o
direction
: 7 Set scanhine at right edge of laver. sweep in the 1 direction
"y to vertically merge boxes with v direction feature size fess :
- than predetined threshold & into contracted et B,
- S return(B, )
- e D
The hiest three steps an the above algorithm are oriented at controcuing the regions in the v
direction. w hile the next three steps are for contracting in the x direction. It can be easily .
. shoswn that atter applying the above algorithm the regions satisty the definition of parallel con- -
Traction A step by step example of this algorithm s illustrated in Frgure 412,
A 4.4.4. Other applications
. 4.4.4.1. Pattern data preparation for E-beam lithography -
- -~
. N
The writing speed 15 one of the most important requirements in the electron beam direct
writing used in the VLS fabrication process. The vector-scan method has high potential for the
- high-speed pattern generation because it does not have to scan regions where no pattern exists. .
- _~l‘
In the vector-scan system, however. complicated procedures are required to prepare data for
- writing. This is because the patterns which can be written in such svstems must be represented

in primitive shapes. such as rectangles. Therefore, the designed shapes have to be preprocessed

in order to produce suitable data for the vector-scan system. An important step in preparing

]
v
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() Input (d) Maximum Horizontal Strips
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(b) Maximum Verucal Strips (e) X Direction Contraction
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(¢) Y Direction Contraction
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vy

(f) Vertical Merge

Figure 4.12 Mlodified scanline algorithm for contraction.

pattern data 1s to eliminate overlap regions. This step can easily be achieved by the algorithms

described in the previous section.

4.4.4.2. Compensation for proximity effect

The proximity effect in electron-beam lithography is the phenomenon that the patiern
data receive a nonuniform distribution of exposure due to forward-scattered and backward-
scattered electrons within both resist and substrate regions. It will produce undesirable shapes
after fabrication. and probably alter the circuit performance. One of the methods to compensate

for this effect is to resize the input patterns according to adjacent geometries. For a shape with
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denser adjacent patterns. the edyes of this shape facing these patterns should be inwardl, dis-
placed To detect the adjacent patterns {or a particular shape. the resizing algorithm described

in the previous section can be applied with minor modifications.

4.4.4.3. Compensation for pa‘tern generator characteristic error

The pattern generator used to make lavout masks has ils own characleristic error. result-
ing in the feature size being different from the original design. By applving the resizing algo-

rithm to the input data for the pattern generator. such errors could be reduced.

4.5. Summary

At the very beginning of this chapter. we describe the geometrical data structure used in
HPEX. namely a 4-d binary search tree. The advantage 4-d binary trees have is the efficiency
of region and point searchings. both having O(logN\) time complexity. Since these two opera-
tions are frequently encountered in lavout verification tools such HPEX. employing a 4-d
binary search tree in the extraction program should reduce the overall runtime complexity.
Following a description of the 4-d binary search tree and its supporting algorithms. we give a
detailed implementation of netlist data structure used in HPEX. The main feature of our net-
list data structure is thal geometric and circuil schematic information are strongly combined
together. therebyv simplif ying extraction of circuit parameters. In addition. since it 1s easy 1o
access the geometric data from the network data, optimizing the circuit performance by adjust-

ing lavoul geometries is made feasible.

Next. a new layout resizing algorithm based on scanline approach and a simple rectangle
data structure are presented. This resizing algorithm has many applications. such as compensa-
tion of process bias, data preparation for E-beam lithography. and reduction of proximity

effect. Qur resizing algorithm treats layout expansion and contraction differently in order to

“
v .

.
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' improve the ethaenc, of the algerithm By usaing this aleornithm tor Grcut exiraction  ae can
ethicientiy compensdte process vatiations by contracting or eapanding correspending lavout
~ regions  Since aircurt parameters stronghy depend on layout teature sizes. considering the actual
- teature sizes af ter fabrication would substantiaily improve the accurady in aircuit extractnen
The data structure and algorithms mentioned i this chapter provide a basis tor develop
ing veometrical extraction algonithms in HPEN D while resistor and capaaitor models deried in
T - :
. Chapter 3 provide a computational method tor interconnect KC modeling Beginning an Chapter
K S, we will concentrate on circunt extraction and parasitic maodeling alvorithms used in HPEN

'.‘—,' and detailed algorithms of hierarchical and flat circut extractions used o HPEN will also be

Jdiscussed
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CHAPTER .

HIFRARCHICOND AND B ANT CIRCUTT ENTRACTION

S.1. Introduction

Hlieraromicalin ~imuoiured cos 20 s o0 My Dot oo L0 ity e S I A

oot VIS Circnats N Lao o desomers ofter draw 10e a0 Nlest e . NS .
p
).
. CrM D Lnrerarcedl SPeC e T Wt 2a T el s Tade w0t Je o mieto o o &N
q ;

eterenes oo ther cedds The tooioa apnroaln T o eNLTaCTL TN o T ey -
o Plerarobical represential N T one el e Ihe provram then pem' rrs Corcus o g o0 o o
’-
b - . . ‘ i
= tepresentatien This elmonates g terarchical strudture present oothe oL L oprLc oram

caiis o smpht ey the evtraction procram Hewever eliminating the nieraron. tiredses e

ERRN
- Syiraciion Lime because eadh imstunce ot the celis has 1o be extracted I adait on 2he mem
space Tegaired may pe very large. since the lavoatas Ntored in g lat represental.on Lhere! re
- Irom the extraction tme-and-space pount of view . 1t as more etficent 1o buile o citcat extract 7
< which s able to explost the hierarchy in the aircuit favout
-
< Although hierarchical extraction can save CPU time and memory space. the actual savinas
" strongly Jdepend on the reyularity fuctor n g lavout design. This regularity facior s Jdehned as
X the rutio of the total number of transistors after lavout Hatteming 1o the number ol transstors
' 1
- actually drawn. H thiy tactor is large. the savings can be pronounced D urthermore. the vutput
4
» tormat will be more readable 1f the hierarchy of a vircunt lavout v taken into account Our
-
-
. obrective here s to develop an efficient hierarchical parasitic circuit extractor
.
o~
In the literature. several hierarchical circuit extractors have heen reported [82-54 4, 55
- S6] Most of these. however. extract only parasitic capacitances [S2-S51 Magie's Javout extrac .
» N * - -
"
-
4
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: R Tl AT e vtaioes 0 ae e e proaedure tor resistance calculation
Ao o e e tesistanees compited by Magic's lavout
R T e e e Bodtensae et al [56] proposed to use the
ceelT s ST e mp ementalion has been reporled.
CULN Gl Te e 0 v entmact o HPEN ahich can model details of
el her e Teovtes 21 metnodeioys embedded tn HPEX 16 dis-
R X cten e restrcted hierareny an handling cell overlapping
e e T oo viraction aleerithme and their implementation
v e b ke e some examples to show the perfor-

Devien Methowd djogy tor HPEX

N cooutdesor poee Tanguage ey CTE T ceils or svmbaois are defined as

o Uves anut cretanes ot cther ceils Bollowing certain cell composi-

T o mpey s s g then e construcied Trom lower level cells. 1t must be noted
ceoa e r o e sedarnded s g ce D W hich s on the top of the hierarchy . el the root
N Coome o s an te nstuntated several imes ina aircuit design, this design
e mes v actate Oy reduone the total number of geometric primitives needed to be
et e es grer Boenat gil ool are wsed onldyoones. this kind of language still facili-
teooro e reamng Dne desun nle more manageable pieces. thereby reducing the

re the hierarchical structured design s wadely adopted today to manage

v cESEs cvrem desien andluaing structural and phvacal designs.,

s o o s e bedt tierarchcally the technigue to handle the hierarchy inherent in
Toine omoait extraction depends heat iy on the lavout methodology. 1t 1y therefore

Ttant tooknow the wasout methedology used by designers, or v cheose a particular lavout

g™
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methodology before developing an extraction program. Several methodologies emphasizing
different aspects have been proposed [58]. Generally. design methodologies fall between the

following two extremes:

(1) Restricted layout hierarchy :
In each level of the layout hierarchy cells are not allowed to overlap. and geometric prim-
itives also are not allowed to overlap any cell. Under such constraints. cells communicate
with the environment only through ports which are defined on the boundary. Another

restriction is that no partial devices can be formed on the cell boundary.

(2) Nonrestricted layout hierarchy :
No constraints have been made or assumed in this methodology. Cells or primitives and
cells are allowed to overlap whenever necessary. The designer has total freedom in laying
out cells and placing them in any preferred position. In general. devices are allowed 1o be

placed right on the cell boundary.

In the restricted design methodology. the cell composition rules are relatively easy because
all interactions are around the cell boundary. In addition. the layout hierarchy is exactly the
same as the circuit design hierarchy. This makes the circuit extraction simple and straightfor-
ward. However, this style of layout looks clumsy and sometimes conservative due to overlap-
ping constraints. In the nonrestricted design methodology. on the other hand, the designer has
total control over how to lay out cells and use them. Nevertheless. allowing overlapping
between cells of ten makes the layout hierarchy different from its corresponding circuit hierar-
chv. This not only degrades the extractor performance. but also makes the consistency check
more difficult. In general. there is a trade-off between the adopted design methodology and the
CAD performance. Sometimes a little sacrifice of designers’ freedom will substantially upgrade

the extractor performance. and in turn. shorten the design time and increase productivity.
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b
n The layout methodology we choose is closer to the restricted design hierarchy. In order to
' produce the extracted circuit which has the same layout hierarchy as specified in the input
-:". description, we encourage the designers to design circuit layouts with no overlaps between cells,
c\’.
and between cells and primitives. However. our extractor is still able to handle overiapping
~ '-
- = cells if necessary. A simple method, described as follows, is used to to resolve the cell overlap-
ol
L. ping problem. After the CIF input file is read in by HPEX, a tree-structure hierarchy as shown
: - in Figure 5.1 is retained in the internal data structure. The minimum bounding box (MBB) of
e each cell, which is defined as the cell boundary, is also calculated in the input phase. Suppose
SR A Cell
5 ~
.. B C D Geom.
Lo
SN
v | N
ol +
T Geom. Geom. D
- E Geom.
- :::
b -'.'C Geom. Subcell : B.C, Dand E
o :)'.
W
)
5 o Figure 5.1 A tree hierarchy of an example layout description.
»
y
G
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that two overlapping cells were detected: we could flatten one level of hierarchy for each cell
and continue this top-down process until no overlapped cell is found. This method can also be
applied to the case when one cell is overlapped by the geometrical primitives. The worst case of
this method is that the whole design is flatitened to one level, and circuit extraction is per-
formed in a nonhierarchical fashion. Thus, in order to increase the performance of our extrac-

tor, the designers are encouraged to use as many nonoverlapping cells as possible in the designs.

5.3. Hierarchical Circuit Extraction

5.3.1. Input phase

The front end of HPEX first reads in the layout artwork data defined in the CIF descrip-
tion language, preserving the layout hierarchy. Every cell in the internal data structure con-
tains several linked lists of mask levels and pointers to other cells. Figure 5.2 shows the imple-

mentation of the tree hierarchy as shown in Figure 5.1.

The information stored in the cell record also includes the cell boundary and the location
and mask level of terminals. Since the cell boundary is not explicitly specified in the input file.
the cell boundary we use is defined as the minimum bounding box (MBB) which covers all
primitives and subcells of this cell. The MBB is computed during the input phase after all ele-
ments are read in. It must be noted that some user-extension commands are defined in the CIF
file in order 1o clearly indicate the cell terminal and net information. This is due to the fact
that in the original CIF layout language only the geometric topology is described, and no struc-
tural circuit information is provided. For example. power and ground nodes are not known a
priori. if we do not provide additional information in the CIF input. This kind of net or node
information will be greatly useful and play an important role in the layout verification to be

performed later.
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Geom.
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~ Geom. y
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-, x’
= o
- o Geom.
°
- Figure 5.2 Internal data structure of HPEX corresponding
. to that shown in Figure 5.1.
5.3.2. Analysis of layout hierarchy
L
In order to adapt the input lavout to our design methodology. the layout hierarchy should
be analyzed and reconstructed. The main purpose in reconstructing the hierarchy is to remove '
- j;: all possible overlappings between instantiated cells and cell and geometric primitives. The ]
. hierarchically recursive tree walk algorithms emploved in HPEX for restructuring the layout :
L
L
hierarchy are described as follows: b
1
v
o
g
q
'
} i
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N RebuildTree(A_Cell) ~
o begin (4
! 1. List := A_ Cell” subcell;

P while (List <> nil) do -
g begin .i::
A Subcell := ThisCell(List): &
e if (Subcell is not checked before) then
» begin o~
. RebuildTree(Subcell): LN
N Set Subcell 10 "checked” status:
N end: _ -~
- List := NextElement(List) -
end: -
end;
‘S 2. RemoveCellOverlap(A_Cell); S~y
- end: I
. RemoveCellOverlap(A_Cell) :.:
oy begin ’
1. List := A__Cell .subcell:
while (List <> nil) do
hegin
Subcell := ThisCell(List);
if (Subcell overlaps other subcells or
geomelric primitives) then

p begin
- Put Subcell in a list ExpandList;

. Delete Subcell from List; r::'

. end: T

: List := NextElement{List)

end; .
N 2. List := ExpandList; ~

‘ while (List <> nil) do
o begin
< Subcell := ThisCell(List);

. Expand Subcell in A__Cell by one level of hierarchy;
List := NextElement(List); —
end. "

! 3. if (ExpandList <> nil) then

\ RemoveCellOverlap(A_ Cell):

) end: .
: 1”'
N All steps described in the above algorithms are self-explanatory. The procedure "Rebuild-

) Tree” hierarchicallv removes all overlapping subcells inside a given cell by a bottom-up ’

L]

2 tashion. while the procedure "RemoveCellOverlap” detects and expands overlapping cells recur- s

sivel\  Once we apply the procedure "RebuildTree” to the original tree hierarchy. the output
™
. tree hierarchy will then be ready for the next step processing. \
S A T A A e s, |
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u 5.3.3. Hierarchical extraction
d v )
¢ The layout data can be sent to the hierarchical extraction module after the input layout is

P

4 "ot
P » read in and preprocessed by HPEX. The hierarchical circuit extraction algorithm used in HPEX X

can be described in the following PASCAL-like pseudocode:

Circu... ..act{A_Cell)
begin
1 List := A_Cell .subcell:
while (List <> nil) do
begin
Subcell := ThisCell(List):
if (Subcell is not extracted before) then
CircuitExtract(Subcell);
Set Subcell to the "extracted” status:
List := NextElement(List)
end:
2. Register the location and mask level of segments
for corresponding terminals of A_Cell:
3. List ;= A__Cell  .subcell:
while (List <> nil) do
begin
Subgcell := ThisCell(List):
Instantiate all terminal segments of Subcell in A_Cell;
List := NextFlement(List)
end;
4. FlatExtract(A_Cell)
end;

Since the bottom-up cell processing is employed in the hierarchical circuit extraction. the cell '
cannot be processed unless all its subcells are already extracted. Therefore, for a particular cell
design the first step in the algorithm is to check if all its subcells are already exiracted. If there
are some subcells which are not extracted before. recursive calls for circuit extraction will be

invoked for these unextracted subcells. Otherwise, this cell goes on to the next step for further

~

processing.

After step 1 in the above algorithm. the cell under processing is ready for circuit extrac-

tion. However, some preprocessing steps must first be taken in order 1o take the boundary ﬁ
information of subcells into consideration. These steps are primarily for the registration of -
: | - -
information around the cell boundary. The cell boundary information is propagated from the a
o
~

Ty T P Lo
LA R A A LA A A
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lower level hierarchy to its parent cell during circuit extraction, including the segments for the
subcell terminals instantiated in the parent cell and the sequence for these segments. The rec-
tangle data structure employed in our extractor easily represents any segment by setting either
the length or the width to zero. The sequence used for the instantiated segments is important
and will be used to register the external node numbers for the subcircuit calls when the circuit

extraction is finished.

The registration of cell boundary information i1s mainly done in steps 2 and 3. Step 2 isto
find out and register the terminal information of the cell currently under extraction for later
references. As for step 3. all terminal information about the subcells is instantiated and
registered in the parent cell in order to correctly interpret the information contained in the
parent cell. In this instantiation the space transformation is necessary and can be calculated
according to translation, rotation and mirroring as specified in the CIF input. Since we only deal
with Manhattan type layouts, rotation of cells other than multiples of 90 degree is prohibited,
and mirroring of cells is allowed only with respect to the x— or y—axis. It should be noted that
in step 3 new geometries corresponding to all terminal segments of subcells are also created and
added to the cell under processing for the terminal registration. Once these preprocessing steps
are finished, the cell is then sent to the flat extractor module for the transistor and parasitic

extraction.

5.4. Flat Circuit Extraction

Flat circuit extraction in HPEX can be illustrated by the flowchart shown in Figure 5.3.
The artwork data is first preprocessed according to process variations hy layvout resizing algo-
rithms described in Chapter 3 . By applying boolean mask operations. MOS transistors and
interconnection geometries are efficiently and correctly identified. This step is called geometri-

cal extraction, generally consisting of two major steps: (1) finding active devices from certain

combinations of mask layers specified in the technologyv. and (2) idenufving electrically
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Geometrical
Preprocessing

Layout Resizing

Geometrical
Extraction

Transistors

Geometrical Nets

RC Modeling Rectangle Decomposition

Branch Creation

Node Reduction

|

SPICE Input

Figure 5.3 Flowchart for HPEX to generate SPICE file.

connected nets. Following this. detailed interconnect parasitics are extracted by feeding
geometrical nets into the RC modeling module. Finally. an accurate node reduction algorithm
1s applied to reduce the number of parasitic elements. In this chapter. we will mainly focus on
general flat circuit extraction procedures and the RC modeling. The detailed node reduction

method will be discussed in the next chapter.
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5.4.1. Extraction procedures

In HPEX, fiat circuit extraction procedures can be summarized as follows:

Circuit extraction steps
E1l. Read all geometric primitives specified in the cell.

E2. Resize the input layout data by user’s specified process bias and construct 4-d binary

search trees [45] for each mask level;

E3. Find all overlaps between diffusion and poly rectangles to determine transistor channels
by excluding butting and buried contacts. then remove all channels from diffusion rectan-

gles:

E4  Use depth-first search to group channels which belong to one transistor and from transis-

tor channels find rectangles associated with the drain or the source;

E5. Use information about transistor source, drain and gate to find all nets by depth-first

search through all electrically connected rectangles:
E6. Find all power and ground nets from user-specified coordinates in CIF input file: -

E7. Feed all nets except power and ground nets into interconnect RC model module to com-

1
"
e 2aca R X ‘—_LA <

pute associated resistances and self-capacitances:

I8, Compare nets pairwise to compute all possible coupling capacitances: -

E9. Find all i. 0. power. or ground node numbers from user-specified coordinates: N
- - . - \J
1210, Perform the node reduction on some of the nets: b

M~
F11. Report a network composed of circuit elements, such as transistors, resistors and capaci- e

tors. and 1ts 1’0, power and ground node numbers.

N VN R R
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In the extraction step E2. the 4-d binary trees for diffusion and poly regions have to be

updated because channel regions have to be removed from diffusion and poly trees. In this way.
not only transistors with simple rectangle gates but also those with circular or serpentine gates
can be identified. An example illustrating how to update diffusion and poly trees is shown in
Figure 5.4 where new diffusion rectangles C and D and poly rectangles E. F and G need to be
inserted in the trees while two original rectangles A and B are marked inactive. If there is a
long poly rectangle intersecting several diffusion rectangles. the decomposition of this poly rec-
tangle into smaller rectangles is required in order to separate channels from interconnect polys.
In the decomposition algorithm. the quick sort algorithm is first applied to find an increasing
order of channel segments, and then by this order we can easilyv decompose the original rectan-

gle.

5.4.2. RC modeling module

In interconnect RC modeling. the first step is to search for all nets in which each net con-
lains many rectangles. Then from the net information an RC network model will be generated
in step E6. If all resistances are neglected in one net. all rectangles in this net should be equipo-
tential. But for detailed modeling of the electrical behavior of the interconnects, resistances
must be included. The difficulty associated with the resistance extraction is that resistances are
strongly dependent on the current flow in one net. However, the information about current
flows is unknown before actually simulating the circuit. In order to achieve greater accuracy
we therefore have to preprocess mask data information in the net since only simple resistance
formulas are used in our extractor. In preprocessing mask data. the rectangles which is electri-
callv abutted by other rectangles are decomposed into a series of rectangles. The rectangle

decomposition algorithm we use 1s described as follows:
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Figure 5.4 Update diffusion and poly trees. -
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Rectangle Decomposition Algorithm ;
Input : a rectangle A in one net. S
Output : decomposition of the rectangle /A according to its environment. o
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begin
R1. Suppose that segment A | A, » is the wider side
of rectangle A Find all buum&, segments B,B,. BB
according abutting rectangles of the rectdngle A
R2. Merge and Sort segments B B,. BB,
and B, _,B, inlo an increasing order of qegments
C,C,.C,C,. ..andC,_C, .
R3. From segments C Cz C3C
C,_,C, and A A, decompose zhe rectangle A.
end:

... and B _|B,

As an example, Figure 5.5 shows how the rectangle can be decomposed into several rectangles

by the above algorithm. Notice that the quick sort algorithm is used in step R2.

Before turning to the algorithm for branch creation, we need some definitions. If 1wo rec-
tangles have more than one electrically connected point. they are defined to be electrically con-
nected. If the rectangle electrically connects more than two rectangles. it is said to be a knot.
Also. the rectangles associated with the drain, source and gate of any transistor are defined as
ports. which need not be decomposed. For convenience, we define the rectangle which has only
one electrically connected rectangle as a knot. since a node number should be created for this
rectangle in modeling interconnect parasitics. After knots and ports are defined in one net. they
are assigned different integer numbers. The branch creation algorithm. described below. is then

applied 10 find all branches in the net.

Branch Creation Algorithm

Input : a net V.
Output : all branches in this net NV

begin
B1. Create an electrically connected graph based on rectangles in the net NV
in this graph. every node represents a rectangle and edges
indicate interconnect information between rectangles.
B2. From any port (or knot) with unmarked edges. find every path ending
at the other port {or knot): and define this path as a branch.
Then mark all traversed edges.
B3 Find another port (or knot) with unmarked edges. then go to step B2:
otherwise. return.
end:
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6 11

G‘L 1 - 12 13@

2 and 9 - knot
A.B.C .and D : port or knot

Electrically Connected Graph

Created Branches
(1)A 12
(2)2345D
(3)26789
(4)910B
(5)9111213C

Figure 5.6 Branch creation.

The next step is to perform resistance and capacitance calculations. However. corner rec-
langles have 1o be first detected in order to accurately model resistance of bends. These corner

rectangles could be easily found as long as two adjacent rectangles are known. In order not Lo

e e - - R _‘.' - .-'._,.'_.'..'_.’t et

. e e e e e e e e e e e
AT AL RN T TS, Vg, PR VLTS |



e e

overcount resistance, resistances of the rectangles associated with ports and knots are also care-
fully approximated. For knots and gate ports only half of the resistance is taken into account in
resistance calculation, while for diffusion ports the resistance is not computed due to the fact
that a circuit simulator such as SPICE2 usually will generate this kind of information inter-
nally. Once the resistances of all rectangles in one branch are known, their summation is
clear!ly the resistance of the branch. For self-capacitance calculation, empirical formulas
described in the preceding chapter are used. however. equivalent dielectric constants are taken
into formulas if there are layers of different dielectrics. Note that self-capacitance of one
branch is calculated when computing the branch resistance. Finally. w-lumped circuit model is
used to approximate distributed RC behavior of all branches. Another feature of this step is
that threshold values R, and C_,,,, are specified to filter out trivial resistances and capaci-

tances. Therefore. all nodes with zero resistance in between have to be collapsed into one node:

the depth-first search algorithm is used to find these nodes.

Before calculating the coupling capacitance between 1wo nets. their minimum bounding
hoxes are compared to decide whether the coupling is too small to calculate. Since branches are
basic elements in calculating the coupling capacitances. their minimum bounding boxes are also
compared in order to filter out small couplings. Once the coupling capacitance between two
branches is determined, the coupling capacitor is inserted between them through the T-like
lumped circuit model. The reason to use this model is that it is easier to insert the coupling
capacitance, and at most one more node needs to be created in each branch. Note that since the
self-capacitance calculation is separated from the coupling capacitance calculation in our
approach, some errors will be produced because both capacitances are closely related. A general
increasc in the coupling capacitance decreases the self-capacitance. However, the effect of this

trend is considered as second order and should not affect the circuit performance significantly.
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5.5. Examples and Discussion

All algorithms and techniques described in the previous sections have been implemented
in HPEX. The program is coded in PASCAL, which runs on a SUN 3/75 workstation using the
UNIX operating system and has about 11000 lines of codes. including program statements and

documentation.

5.5.1. Example 1: Extraction and simulation of NMOS one-bit full adder

A schematic circuit diagram of a full adder is shown in Figure 5.7. This circuit was laid

out in 3um NMOS technology. Before extraction, several process dependent parameters must be

A 4

L
I
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T 7 [ ] CARRY
4 | A [: l:
B o= zE | —
GND=—4> & & —& & GND
N —
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q 9 1
_‘ _HI [ SUM
1
1 [
A VDD
Figure 5.7 An NMOS one-bit full adder.
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supplied, such as the sheet resistance and thickness of different conductors and dielectric con-
.
X stants. Shown in Figure 5.8 is the simulation output of the extracted circuit corresponding 1o -
] .~
e
s
N
-
3 without parasitics
PO with only capacitances -
....... with all parasitics .
‘ .
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", Figure 5.8 Simulation output waveforms for one-bit full adder: o
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input waveforms A. B. and C. There are three output waveforms for SU'M and CARR}Y . The
solid lines represent the waveforms without interconnect parasitics., while the dotted lines are
the simulation output of the extracted circuit including all interconnect parasitics. In addition.
the circuit with only interconnect capacitance is simulated in order to estimate the effect of
interconnect resistance. These output waveforms are almost identical to those with all intercon-
nect parasitics. Basically. the three output waveforms are very similar in shape. except for sig-
nal delays which are different. The longest delay is observed in the circuit with all intercon-
nect parasitics. If the coupling capacitances are large enough. sometimes glitches or spikes
might appear in the output waveform. But this is not the case in this example. Thus it can be
concluded that the coupling capacitances are too small to seriously affect the performance of
this circuit. Furthermore. the interconnect resistances also have no major effect on circuit per-

formance and therefore can be neglected in this example.

5.5.2. Example 2: CMOS PLA

The PLA layout of this example 15 generated by PANDA (37]. realizing the following

tunction.

)

=:(iW +av)+ Xy + 197

c =xy +yI + x>

where x.v and = are inputs, and s and ¢ are outputs. Although PLA aircuits produced by
PANDA are implemented in the CMOS technology. they employ NMOS circuit design concept.
re. most PMOS transistors are used as pull-up resistors and their gates are tied to ground. The
extracted aircuit of this example with all interconnect parasitics consist of 15 p-type transis-
ters. 29 n-tvpe transisiors. 114 resistors and 150 capacitors. For comparison. two other circuits
with different details of interconnect parasitic are also extracted. Simulation results showed
that. in this example. the effect of interconnect parasitics is still 1oo small 1o serousiyv affect the

circurt performance.
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5.5.3. Example 3: NMOS serial adder

The layout of this serial adder is obtained from [38]. It is realized in 3um NMOS technol-
ogy and its logic diagram is shown in Figure 5.9. The extracted output contains 41 transistors,

90 resistors and 117 capacitors. Simulation results show that interconnect resistances are too

5
Pri2 ] [———f T
$
0
L L}—-FF } Prl
| f i
2 e

Figure 5.9 An NMOS serial adder.
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small to degrade the timing performance. while interconnect capacitances indicate a significant
impact on the signal delay. lor one particular input vector. the critical path delav increases

from 18.6 ns 10 22.55 ns by adding all parasitic capacitances.

From the above three examples, we conclude that the effect of interconnect parasitics on
circuit performance is not only layvout-dependent. but also technology-dependent. Signal
delays in circuits are usually affected by self-capacitances and resistances. However. coupling
capacitances might produce glitches or spikes and their magnitude is heavily dependent on the
actual circuit layout. In addition. the effect of capacitive coupling noise is not known until the
extracted output is simulated. Therefore. in circuit designs one must have the ability to esti-

mate the coupling capacitances between signal lines, and take their effect into account.

5.5.4. Example 4: Hierarchical extraction of NMOS half-shif't register

An example circuit layout for a half-shift register and its corresponding extracted output
appear in Figure 5.10. Since the output has the same format as the SPICE input. we can easily
perform circuit simulations on this output. A point to be noted here is that the process file
which contains process information such as oxide and conductor thicknesses is separated from
the executable file. As a result, different process parameters for any given layout can be easily

substituted to predict performance variation due to different process lines.

Runtimes of a set of idealized layouts which are composed from the dynamic shift register
shown 1n Figure 5.10 are listed in Table 5.1. Each successive circuit layout consists of four
instances of the previous layout with no overlapping cells. The runtime for extraction with
coupling capacitances is proportional to the perimeter of the cells plus the factor due to check-
ing steps in handling the layout hierarchy and cvlculating coupling capacitances. However. the
runtime for extraction without couphng capacitances 1s proportional to the perimeter of the

cells and the factor only due to preprocessing steps 1in handling the lavout hierarchy. It is
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subckt shrel 19192727 32 36 40 41

*half ghift register
*gndr : 19
*gndl : 19
Svadr - 27
Svddl : 27
Sout : 32
%in : 36
*phiu : 40
*phib : 41
r0001 39
r0002 42
r0003 39
r0004 43
<0001 40
<0002 41
c0003 39
c0004 36
0005 28
0005 28
<0006 32
r0006 24
c0007 27
<0008 19
<0009 10
c0010 27
c0011 19
m1l 10

41
43

S2ococoNocolocool

9.000e+01
9.000e+01
1.050e+02
1.050e+02
0.00341pf
0.00288pf
0.00629pf
0.00157p¢
1.353e+01
0.00996pf
0.00187pf
1.255¢+01
0.02089pf
0.01928pf
0.02818pf
0.00183pf
0.00183pf

10 24 0 dpl 1=12.00u w= 4.00u

+ade 24.00p = 8.00p
m3 28
+ade 483.00p as= 24.00p

m2

10 0 enh l= 4.00u w= 4.00u

10 0 enh l= 4.00u w= 12.00u

+ ad= 48.00p as= 24.00p
£nds shrel

of an NMOS half-shift register and HPEX output.
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Table 5.1 Runtimes for different compositions of
a half-shift register.

Flat Runtime (sec) Runtime (sec)
Layout Lransistors (with coupling (wnhou_l coupling

capaclances) capacitances)
HalfShift 3 2.37 2.12
2x2 12 2.82 2.43
4x4 48 397 3.38
8x8 192 6.63 5.33
16x16 768 14.22 8.65
32x32 3072 37.15 16.92
64x64 12288 113.18 35.08
128x128 49152 387.85 75.15
256x256 196608 1427.28 172.90

observed that the runtime for extraction with coupling capacitances becomes pronounced com-
pared to that for extraction without coupling capacitances when a layout has a large number of
transistors and a deep hierarchy This phenomenon can be attributed to the fact that time com-
plexity O(N®). where N is the number of nets, for computling coupling capacitances plays a

deciding role in the total time complexity when the lavout is significantly large.

5.5.5. Example 5: Flat extraction of NMOS one-bit full adder

Table 52 shows the runtimes of flat extractions for different numbers of one-bit full
adder circuints as allustrated in Example 1. Note that the number of capacitors as shown in the
lable contains both seif -capacitances and coupling capacitances. Experimental data indicate that
tme complexity Q(Nlog (N)), where N 1 the number of boxes. of 4-d binary search trees [45]
used 1n geometrical extraction will dominate extractor performance. Therefore. in order to
improve exiractor pertormance. the scanline approach for geometrical circuit extraction 1s
recommended since 1ts observed time complexity, in general, is O(N) where N is the number

ol hoxes in the lavout. Another observation s that for moderate sizes of cells the runtime for
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b Table 5.2 Runtimes for different numbers of one-bit full adder. -
: 3
: N
E Preproc Geom. Interconn. | Total
Trans. | Capac. | Resis. proc. extr. modeling time
time (sec) | time (sec) | time (sec) | (sec)
. 21 104 66 1.92 3.57 9.88 15.37
42 212 134 2.45 9.23 19.57 30.45 .
63 318 202 3.13 16.82 28.92 48.87 .-
84 424 270 3.87 26.25 38.82 68.93 .
105 530 338 4.67 37.68 48.40 90.75
126 636 406 6.18 56.78 64.90 127.87
interconnect modeling is almost linearly proportional to the number of boxes specified in the
circuit layout. although some algorithms in modeling interconnects require O(N?) time com- 2
plexity. where N is the number of nets in the layout. From this observation. we conclude that
-,
the 1deal input for our extractor would be a layout composed of moderate sizes of cells, each of
them containing a few hundred tran ;stors. ..
.-,-
A
5.6. Comparison with Magic’s Layout Extractor ~
Magic is an interactive lavout system developed by J. K. Qusterhout et al. [59] for MOS -
custom integrated circuits. The system incorporates a set of design and verification tools: a lay- -
out editor. a continuous design rule checker, a plowing tool. a router. and a circuit extractor. b
Since circuit extraction is our main concern, we only discuss the comparison hetween HPEX and .
Magic's extractor 1n this section. :!
v
‘
In order to compare HPEX with Magic's extractor. some circuit layvouts have been edited “ :i
. K
and extracted in the Magic layout system. These lavouts are then extracted by HPEX. IFrom our .
ﬁ'- g
experience with HPEN and Magic's extractor. several differences between these two extractors ]
are observed: ::
'
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(1) Computer Language - HPEX is written in PASCAL. while Magic's extractor 1s coded in C.

(2) Data Structure - HPEX uses a 4-d binary search tree for the internal data structure. while

o~ Magic's extractor 1s based on a data structure called corner stitching [60]. From the CPU

| Y Ts Y N N X e

- time point of view. it indicates that Magic's extractor runs faster than HPEX. This is

RS

because corner stitching is more efficient for geometrical searching operations in the con-

.
<

nectivity extraction. Furthermore. the code in HPEX is not optimized. However, Magic's

extractor needs more memory space due to the nature of the corner stitching data struc-

'
v 7. v .

ture; the entire layout space including both laver and empty spaces is explicitly

s

. represented.

'
»
[ )

(3) Circuit Model - HPEX describes the connections between transistors as a detailed RC net- g
work. The extracted-transistor nethst along with detailed RC networks are used for tim-
-.‘ ing analysis or detailed circuit simulation A simpler circuit model s adopted in Magic's

extractor. It models transistor interconnections as nodes. A node s like an equipotential, .

T
.
'

but it includes a lumped parasitic resistance and self capacitance. Although this node

'
B
Lt

L

mode! is fairly simple and efficient. it neglects the distributed behavior of interconnection 1

. lines by only computing a lumped resistance. In addition, a very simple approximation is

o used in Magic's extractor to calculate lumped resistances. This approximation can be

described as follows. The total perimeter and total area of each type of layer comprising a *

‘-\ i ) ) >

node are first computed. Then the node is assumed to be a simple rectangular region. The ~

) resistance 1s simply obtained by solving a quadratic equation from the perimeter and area. 3

! o Although this approximation is straightforward 1n computation, it performs poorly for a

4

o nade with many branches. for example. an interconnect lavout and its corresponding -

extracted resistance networks as shown Figure 5.11. It clearly indicates that the HPEX

A

PR ) :
' output network is more accurate compared lo the resistance network generated by Mawic.

s -

~




. e .l b " Sy ol
ol Vgl Nat Yoy Veg 0 tag ek ¥ SataPo 2t Yat dak Saltar,", 4828 820 fula? Satal Sal sat el ¢ ] i o ate 0G40 aRel A% - - -

112

R, =30Q/um?

Magic output

HPEX output

Figure 511 Aninterconnect layout and extracted HPFX and Magic outputs.

(4} Hierarchical Fxtraction - HPEX hierarchically extracts a circuit lavout based on non-
overlapping ceils. All overlapped cells have to be fattened in this tvpe of extraction.

Magic's extractor. on the other hand. ailows overlapped cells as long as no LrdnNSISIOLS are
g

N NN
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created or destroyed. The reason for more flexible extraction in Magic 1s that the parasitic
extraction of Magic's extractor based on a node model 1§ easier to implement as compared

to that of HPEX.

Output Format - HPEX produces the output which is exactly SPICE-compatible. How-
ever. Magic's extractor generates its own output format. If a iming analysis program such
as CRYSTAL is used to locate a critical path. the Magic extracted format should be
translated into the CRYSTAL input by a program called ext 2sim. In this translation, all
extracted cells are expanded into a file consisting of transistors. resistors and capacitors.
No hierarchical information is retained in the output by such translation, and this is con-
trary to the HPEX output. There is also a program called sim2spice which transforms
the CRYSTAL input into the SPICE input. Unfortunately, this program does not recognize
the resistance elements. Therefore. in the SPICE input file all resistances ..-- discarded.

This further degrades the accuracy of the interconnect model.

In summary. HPEN is better in terms of the parasitic circuit model. but Magic's extractor

performs well in terms of speed. One suggestion for future improvement may be the implemen-

tation of HPEX parasitic models in Magic or the implementation of the corner stitching data

structure in HPEX.

LR v}
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CHAPTER 6.

NODE REDUCTION TECHNIQUE

6.1. Introduction

Algorithms to extract lumped RC circuits from the layout of interconnect regions have
been developed in Chapter 5. The number of extracted parasitic elements strongly depends on
the actual physical layout and the lumped RC circuit models used in circuit extraction. How-
ever. in general. a large number of parasitic elements as compared to the number of active dev-
ices will be extracted after circuit extraction. In order to predict the variation of the timing
performance caused by introducing parasitic elements. the transistor netlist along with the
parasitic lumped RC networks have 1o be simulated by circuit simulators. If we include all
these elements 1n the circuit simulation file, the simulation time will be increased. Further-
more, from the ver:fication standpoint. it is very difficult to pinpoint and isolate the effect of
parasitic elements when we simulate the circuit file including all interconnect parasitics. For
example. if after aircuit simulation we find that there is a timing performance degradation due
lo some parasitic elements. detecting these elements would be sometimes impossible because of
a large number of parasitic elements included in the simulation file.. Therefore. by taking the
simulation time and verification effort into account. in parasitic extraction we need a ncde-
reduction technique which is able to accurately reduce complicated parasitic RC networks into

simple lumped circuit networks.

A brute-force approach for the node (or element) reduction in the extracted circuit output
has been proposed by Bastian et al. [S]. In their approach only rule-of-thumb heuristics are
applied to reduce the number of parasitic elements. For instance. capacitance and resistance

threshold values are set to filter out some elements with smaller values. The positions of
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resistors or capacitors are flipped in order 1o combine two resistors or capacitors. Although this
tvpe of approach is simple and acceptable in the sense of locality. it often produces somewhat
inaccurate results if we take the global RC network into account. One such example is that the
summation of a large number of small resistances may have a strong effect on the signa! delay,
regardless of the small values of individual resistances. Instead of using pure heuristics we
must consider the signal delay of RC networks in developing an accurate node-reduction tech-
nigue. Signal delay in RC trees or general RC networks has recently atiracted much attention
and interest [61-62] because of its application in timing analysis of digital MOS integrated cir-
cuits, where MOS transistors are approximated by linear resistors. Generally. the signal delay
through RC circuits cannot be calculated in closed form. Without using a circuit simulation
technique, two approaches are proposed to analytically estimate the signal delay through RC
networks The first one [61] finds closed-form delav bounds at output node in RC networks.
while the second one [62] roughly uses a time constani 10 approximate the signal delay through
RC networks The advantage of the first method is that the error bound can be predicted if
delay bounds are applied to estimate the timing information. However. one time-constant

approach, though hard to predict the error bound. is simple in the delay calculation.

In this chapter. a new accurate node-reduction technique based on a single time-constant
approach to reduce RC tree networks is presented. By applying this technique, not only the
number of parasitic elements can be reduced. but also the delay effect caused by parasitics can
he accurately retained. This chapter 1s organized as follows. In order to describe the node-
reduction problem. some definitions associated with a linear RC network are first given Fol-
lowing this the node-reduction method for a iming estimation 1s described. Based on the results
derived for uiming estimation. we then develop a heuristic node-reduction algorithm for the

purpose of crrcuit simulation
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6.2. Definitions
Definition 6.1 RC tree

A tree network of resistances on N+1 nodes. not including the ground node, with node O
designated as the root and C, denoting the capacitance connected between node k¥ and ground. is
called an RC tree.

Depinition 6.2 R, in an RC tree

Let P, be the path between the root and node i in the RC tree. Define I to be 7, ne,.

Then R, is defined as the sum of resistances in path P . If there is no intersection between
paths P, and P . then R  is zero.

Definition 6.3 Elmore's time constant (63]

In a linear RC network with zero initial charge. Elmore's time constant of node k is
defined as

(e ]

T =fz_v" (¢)dr . (6.1)
0

where ¥', (t ) is the derivative of the transient response y, (¢ ) of node k in the network. For an
RC tree. Elmore’s time constant of node kX can be derived as

N

A
TDK =2 RLJCI . (62)

1=1
Definition 64 P-R bounds of an RC tree [61]
Consider a unit step input applied 1o the root node in an RC tree at time t =0. The fol-
lowing lower and upper bounds v, (¢) and v,, (¢ ) of the voltage waveform v, (¢ ) at output node

k are defined as P—R bounds .

A A el B S0 2
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0
J t ST =Ty
X )= [1-—2
vt )= 1== T, €t £T,—-
I+TR‘ TDA TRl I TP TR“ (6.3)
L
Ty
‘- 1———exp (T, =Ty, —t )T, Tpo=Te St
4 Tr
- Tp —t
1—
- Tr 0 STy =Ty )
T v, (t) = (6.4
‘ Ty
. 1- exp (T —Tp =t YT Tp,—Tr St
o T»
) where T'p, 1s Elmore’s time constant, and T, and Ty, are defined as follows:
i R
. TP =z RiIC: ’ (65)
:‘- 1=1
A ' Rk12C1
. To =L —— (6.6)
2 =1 Ry
:::: 6.3. Node Reduction for Critical Path Timing Estimation

6.3.1. Problem formulation

The problem we consider here can be described as follows. Let N denote a driver plus an
RC tree network with the driver input node and a set O of output nodes. For the timing esti-
- mation of a given output node k € O we wish 1o replace the above network with a network N;
consisting of a driver plus a simple RC network with only one resistance R‘,rq“, between the

: r L
root node and node k and one capacitance C,, ;) between node k and ground. The criterion for

Brvy

v 7 i . . .
choosing R,y and C_ ,, is that the response al node k¥ due to a unit step input at the input of
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driver in Ng should "closely” match the corresponding response in the original network N. Fig-

[ ure 6.1 shows an original RC tree and its reduced network used for timing estimation.
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g (a) An inverter driving an RC tree
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(b) An inverter driving a reduced network a

Figure 6.1 An example RC tree and its reduced network. :
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6.3.2. Previous approach

A wavelorm-bound technique has been proposed to reduce an RC tree in a timing estima-
tion program called AUTODELAY [64]. The node-reduction procedures used in AUTODELAY

can be summarized as follows:

(1) For a given voltage threshold V. the propagation delay T, , is approximated by finding
the cross point between the mean response of P-R bounds and this given threshold V.

namely, solving the following equation for time ¢:

Ve =(v, (t)+v, (t))2. (6.7)

(2) Find the equivalent single-time constant 7, = R, C_(,, for node k based on the delay

Tppi; , by solving the following equation:

-1

_Fp)
. (6.8)
V, = 1—e
{3) Calculate R, .
(4) Compute R‘.I‘-/“ y and C‘»[qu ) by
r -
ch(l) - R“ 4 (()9)
7 T
Coginy = ' (6.10)
Rk

It should be noted that the propagation delay of node k through the RC tree can also be

approximated by

1+,
Tono, = (6.11)
2
where ¢ and ¢, satisfy the equations V; = v, (¢,)and V. = v  (1,). Recently. several research-

ers [64-67] have applied these tvpes of methods in estimating the signal propagation delav
through critical paths or in performing the node reduction of interconnect RC trees in the VIS

chip.
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6.3.3. Our approach

The AUTODELAY approach for the node reduction of an RC tree is 1o choose R.:“ =R

" A

r .
and C__ ;) to satisfy

R.:,u )Ci,u) =1 (612)

where 7, , is computed from the P-R bounds using Equation (6.8). The motivation here 1s that
the responses in the original and reduced networks will have approximately the same delay

However. there is still a degree of freedom in choosing individual values for R, . and C,

g

to R,

(only their product is required to he a constant). The AUTODELAY method sets R_,C,“,

first. then computes C‘f;u .. If the root node in either network 15 driven by an ideal \oltage
source. then this poses no problem. However, as in the case of VISl circuits, 1f the root node 15
driven by a ncnideal source (such as an inverter, elemnent) then the source resistance and the
capacitance al the root node also affect the choice of the individual values of the elements in the

reduced network.

In this section we consider a new technique to compute the values of the individual ele-

T

r : .. . .
ments R"v“) and C_,, in the reduced network. First we compute the Flmore's time constant

T., between the root and node k in the original network. It must be noted that this computa-
tion merely involves simple multiplication and addition and 15 therefore much simpler than
computing 7, by Equations (6.7) and (6.8). We then require R . and C ., o~ satisly

r
egk )

Rcrqu)c =Tn - 16 13)

The motivation tor such requirement is based on the following theorem.
Theorem 7.1

Consider an approximation of the waveform v (¢) at node & in the RC tree by the wavelorm

iz

A -
D . \
Vi )1 —e “) for a step input. It can be shown that this waveform v (£ talls

hetween P-R bounds [62,68]. i.e.. v (1) vy, ) Sy (1),

i

Proog:

It 15 noted that for an RC tree. Ty, S T,, S T,.there are three cases lor ., (1 )=v 17)

v .
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(1)t T, —Tg,
VEtm & (l )-\’“ ([ ) =1=—-¢ ' Dk 2 0
(2) TDA _TRA £ £ TP_TR‘

VEim 4 (t )_'\‘“ ([ )

— /er TDK TD‘ TD‘
= —e + 2 - + 20 (Tp £Ty)

() Tp=Tg St

Yot 4 (¢ )—v“ (1 )

—~ T _
/,31, DL (TP fR‘_,)IrF

Tr
L Tpi trp-re,-1ur
2 —e 2 + e P TRk Dk (TP_TM <o)
Te
— 1 Toi or—ryr |
Z2e "1+ e PRI
e
=1 Tm TP ‘T“
> —1+ 1+
Tr Thi
T o T To=Tx,
> -1+ 1+
e T
=0

and there are two cases for v (¢ )=v,, (1)

(1)e € T =T,

4

v o=, ()
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(2) T, =Ty St

v (o) =y, (@)

- T T —vr
l/ka Ri (er TR' rl/ll“

=¢ - e
Tp
T -
~t/] RE (1, =7, =t
» Dk ' Rk D
2 e — e * (Tp =T S0)
Tr
> T Ta U pe = ra 7 pu
z ¢ - 4
Tr
=il Ty Trhi =Thy
=z € 1 - 1+
Tr T
"‘[_')k T\l T}’ Tl?l
Ze 1 - 1+
Tr Tk
=0 QLD

In the next section we will discuss the problem of the nonzero source resistance of the

driver element 1n more detail and derive a further restriction on C‘fq,“ which together with

:

Fquation (6 13) will vield explicit values for R, ., and C_,,,.

6.3.4. Node reduction technique

Since Flmore's time constant 1s a good single time constant to approximate a multiple

lime-constant system. in our approach we first let R, and C, . satisfy Equation (6.13).

!
and C,_ (;,. however. depends strongly on the loading effect of an RC 1tree

A

The chowe of R

to its driver. and is not arbitrary. It R;

oo IS simply taken as R . the loading effect of the cal-

culated '), to driver is somew hat inaccurate. In finding an appropriate C we shift the

ORI

root of the RC tree to the input node of driver and include another constraint. namely.

Flmore's time constant from input node of non-:deal driver to outpul node stavs the same

heture and after the node reduction. et R and € be on-resistance and output capacirance of

'S

>
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. . prlo I - . .
the driver. respectively If 7, and T, are Elmore's time constants computed from the input
node of the driver to outpul node & in the original and the reduced circuits, respectively. this

constraint can be written as follows:

J"l //
Ty = Tm . (6.14)
w here
N
lo .
Tp, =R IC,+ZC |+ Ty (6.15)
1 =1
and
' =R lc +c? f+r (6.16)
Dk T B (Vs eqlk) DA :

From the above constraint and Equation (6.13). the values of RL“ , and C:;“ y can be given by

N
T
Cf‘q(l) = ZCI . (617)
r=1
Is TDL
R, u) = 7 (6.18)
Ct'q(l)

As an example. the following equality must hold for the circuit shown in Figure 6.1

.

e

I
RIC, +Cy+C,+Cy+C +C+C +C,y|+ R, ,C

= RS IC‘ + C[ + R..]q.-;)c‘.lq(-” . (61())

eyt 7

where R and C, are the on-resistance and the output capacitance of the driver, respectively.
On simphification. it 1s clear that C:,n- has to be equal to the sum of all capacitances in the RC
tree. Then trom kquation (6.13) the value of R.:,m can be eastly determined. In this particu-
lar example. C),.5, = C,#C,+C,+C +C+C,+Cqand R, = T,,,/CL 5. It is noticed that in the
constraint formulation. although the on-resistance R, and the output capacitance C, enter the
expression. they are cancelled cut in the final formulas. Therefore. this technique 1s independent

of the on-resistance and the output capacitance ol the driver
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For the purpose of comparison. a modified AUTODELAY method which utilizes the fol-

low1ing equations to find R.i,u , and C':/'l y 1s also studied.
T =
R, =Ry (6.20)
r Ty
Coquir = » (6.21)
T
Rc-q(l )

This methed is similar 10 the AUTODELAY method except that the equivalent time constant is
T, instead of 7, calculated by Equation (6.8) via P-R bounds. The example circuit used in
this study along with the simulation output waveforms are depicted in Figure 6.2. The percen-
tage error in the propagation delay is -42.3 for the modified AUTODELAY method. while the
percentage error is only -3.8 by using our method. These numbers indicate that our technique
is substantially better than the above mentioned technique in terms of accuracy. This is partic-
ularly true when the on-resistance of driver is very high. In such case. the loading effect of

capacitance to driver becomes more pronounced and cannot be neglected.

6.4. Node Reduction for Circuit Simulation

6.4.1. Problem formulation

If we want to use the node-reduction technique to reduce RC networks for circuit simula-
tion. then the problem here is different from the problem previouslv described. The node-
reduction problem for circuit simulation can be described as follows. let N denote a driver
plus an RC tree network with the driver input node and a set O of output nodes. We wish to
replace the above tree network with a network N, consisting of the same driver plus a simple
RC network, in which only the root node and the set of nodes in O are involved. such that for

each node k& € O there is a resistance R, , between the root and node Xk and a capacitance

i)

C . between the node k¥ and the ground node. The criterion for choosing the element values

/

in N, ix that the response at node i € O due to a unit step input at the input of the driver in
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Figure 6.2 Inverter driving an RC line and its simulation output.

. N, should "closely” match the corresponding response in the original network N. Figure 6.3

shows the desired circuit schematic after the node reduction is performed on the circuit illus-
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Figure 6.3 A reduced circuit for circuit simulation.

6.4.2. Heuristic algorithm for node reduction in extracted circuit output

In contrast to finding just one pair of R:;“, and C,rqu, in the node reduction for timing
estimation. our goal here is to find every pair of R, ,and C, ., for each k € O which accu-
rately approximates the delays from the input node to output nodes. regardless of electrical
parameters associated with the driver. However. the method we develop is stiil based on the

concept of node reduction for timing estimation. Two constraints on the values of R, ., and

C.. .., after nocde reduction are enforced:

VA ?
]

(1) Elmore's time constants computed from the root are equal in the original and reduced net-
works, namelyv, 0

R

T =Tx fork € 0. (6.22) o
(S
It should be noted that Elmore’s time constant after node reduction at node &k is equal to ~
Rr#‘( AC'W.](( ) v

(2) Elmore's time constants computed from the input of the driver are equai in the original -

and reduced networks. namely.
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! iR
T, =T fork € O. (623)
w here
N
T;)K = Rs CS+ZC/ + Tl’l : (()24)
=1
and
IR
T =R |C,+ L Coouir| T T (6.25)
(€0

Consider an RC tree with m output nodes. From the first constraint. m constraint equations
can be derived. But only one constraint equation will be obtained from the second constraint

after cancellation. namely

AY
2C., = LG (6.26)

€0 (=1

Theretfore, 1n this case we have to solve 2m variables from m +1 constraint equations. Except
for m=1. the number of variables is less than the number of equations. In order to compute the
exact values for R, and C_ (). a heuristic method based on Equation (6.26) is employed to

calculate m capacitances. Equation (6.22) is then used to calculate the rest of m resistances.
The heuristic node-reduction algorithm can be described as follows:

Node Reduction Algorithm

1. Foreach k € O determine Elmore’s time constant T, between root node 0 and node & .

(294

For each output node k& € O. calculate the equivalent R, , and C., ) as follows:

C"‘/“ = —C,
(6.27)

LR
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Ry u)y=——. (6.28) .
o \ C'T‘I“ ) T
- where C; = ¥ C, is the total capacitance in the RC tree.
I.. . ¢
:’ =] L
i_ 3.  For each k& € O, T, can be used to estimate the propagation delay. Therefore, given a ~)
\ -
2 . . . :
-, delay threshold. we can determine whether lumping the equivalent resistance R, 1s
." l\_'.
i\-' really necessary. We report R, , only when the value of T, is greater than a certain Dt
o )
! delay threshold. Otherwise, we discard the element R, ) and just merge the two nodes.
- -
;'- -,
& It must be noted that fan-out gate capacitances need to be added in the interconnect KC
<,
] . ) , , &
- trees when applving this algorithm and should be subtracted from the output node capaci- v
tances. Therefore. the main consideration taken in step 2 is to make sure that the value of the
output capacitance is greater than zero after substracting fan-out gate capacitances. The sim-
plest distribution of C; which meets the above requirement is shown in step 2. namely. using T
the output node capacitance as a weight to distribute Cy.
N
~
As an example, Figure 6.4 shows a circuit where a driver has an RC tree as a load. After )
applving the node-reduction algorithm. the reduced circuit is shown in Figure 6.5. Assume that o
the on-resistance and output capacitance of the driver are 500 Q and 0.2 pf. respectively. The |
output waveforms of node 21 before and after using the node-reduction technique for a 1.66 .
V'/ns ramp input are shown in Figure 6.6. The propagation delays and rise times for all output =
nodes are also listed in Table 6.1. Comparisons of output responses show reasonable agreement ot
R L
between the two outputs. This is because in the node-reduction process we have alreadyv con- SO
sidered the loading effect of each output node. Some errors produced are due to the use of a )
single-time-constant svstem approXimating a multiple-time-constant system. Also the increase .’
of R and C, decreases the errors observed in the output waveforms. The reason for this 15 that o

R, and C_ play dominant roles in determining the output waveforms when the values of R,

ERP

and C, become larger.
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Figure 6.4 An example RC tree with an inverter driver.
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Figure 6.5 A reduced circuit corresponding to the circuit ;\ :
shown in Figure 6 4. . :
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Figure 6.6 Output waveforms at node 21 before
and after node reduction.
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h - Table 6.1 Propagation and rise-time delays -
‘ . . . .
1 of the circuit shown in Fig. 6.4.
:* \.‘
N . . Before node reduction After node reduction
: Node Number : -
Top (ns) | 7. (ns) | Tpy (ns) | Error (%) | T, (ns) | Error (%)
. 4 2.94 10.09 2.88 2.0 10.04 0.5 o
Y. 6 2.94 10.08 2.90 1.4 10.04 0.4
b 12 2.94 10.08 2.90 1.4 10.04 0.4
> 14 2.94 10.08 2.90 1.4 10.04 0.4 oy
] 15 3.50 10.21 3.45 1.4 10.55 33
~ 16 3.62 10.22 3.57 1.4 10.69 4.6 w5
N 17 3.42 10.20 3.39 0.9 10.49 2.8 he
X 19 3.74 10.23 3.74 0.0 10.84 6.0
- 21 3.71 10.23 3.67 1.1 10.51 5.7 Ry
- 6.4.3. Implementation
In applying the above algorithm to circuit extraction, first of all. the circuit extractor »
Z. should be able to model interconnects as RC networks. In our circuit extractor we have -
. .-
- g
:: emploved a two-segment. m-lumped RC circuit model to approximate the distributed behavior ’
of all branches in the interconnection region. Every net is then tested to see whether further .-
node reduction 1s possible, depending on the net type and connection information. Generally. if
the net is connected to the pull-up node and no pass transistors are connected to it. this net can
he passed to the node reduction module for further processing. In the node-reduction module. —
the driver node associated with each net is first identified as a root. As for the RC tree synthesis
algorithm. the dynamic tree node allocation technique is utilized in order to reduce memory
-~

overhead and make the RC tree construction more flexible. Also note that during the tree con-
struction step fan-out gate capacitances have to be esuimated and added to the associated nodes
of the RC tree in order 1o correctly take output capacitive loadings into account. After the RC

tree corresponding 1o this root has been constructed. the deprh-first search algorithm 1s used to

find Flmoere's time constant of every output node. The algorithm we use 15 simidar to the

.
“ Wt




IREF algorithm” presented in [62] Finally. this information 1s used to produce simple lumped
RC networks by the heuristic algorithm given in the previous section  Since the heuristic
includes the filtering process. negligible resistances are alwavs discarded and will not be

reported in the extraction output.

The above algorithm s implemented in our extractor as follows:

Input’ transistor nethst A, and nets NV, .
Output transistor netlist M, and nets N, with
reduced RC networks.

PROCEDURE REDUCETRELE(M , N, )

begin
1 From M, find a set of pull-up nodes 7.
2 for leach nodei € P) do ?
begin .
3 Fetch the associated net N, € N, of node¢; ]
4 Construct the RC tree I’ from net N, and ]
set the root of tree to 1 :
5 f (no pass transistors connected 1o 7', ) then
begin
6 Add fan-out node capacitances to the .
corresponding cutput nodes in T : :
7 Perform node reduction and filtering process;
(Node reduction algorithm)
8 Update node number for transistors;
9. Subtract fan-out capacitances from the
corresponding output nodes: y
end: .
end. iy
10. return(M, and N, ); '
end;

6.5. Examples

The first example we will illusirate 1s an NMOS one-bit full adder. Circuit extractions
~ere pert.rmed with and without applying the node reduction. and followed by SPICE? "' 1]
crouit simulations: Figure 6.7 shows the output waveforms of the sum bit before a- ter
perterming the node-reduction techmque. This simulation indicates that both waveforms agree

r. aell However wimulation time tor the circuit with node reduction is 23% less than that
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; for the similar circuit without node reduction. In practice. tne percentage of CPLU "ime a0 1 0y
3 depends guite heavily on the number and size ol the interconnect RU trees that can D redued
hy this technique. In the worst case there could be no savings st all. 1e . the number ot rdes = \
5 a circuit does not change, even after the node-reduction technigque has heen pertormed
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As another example. the layout of a CMOS PLA consisting of 44 transistors was extracted

with and without the node reduction. The circuit output consisted of 81 resistors and 99 capa-
- citors without any node reduction, while it consists of 56 resistors and 74 capacitors after node

reduction. Simulation results also show good agreement between the two waveforms. In this

-

i -':: particular example. the simulation time is reduced by 10% with the node reduction. Finally. a

| 4-bit NMOS full adder consisting of 82 transistors was composed from the 1-bit full adder pre-
- viouslv considered. and was extracted. The extraction output contains 154 resistors and 190
:_: capacitors before the node reduction is performed. However, after the node reduction only 70
. resistors and 106 capacitors are left in the output. A substantial number of resistors and capa-

citors is reduced or filtered out in this case. The results from circuit simulations still confirm

g the accuracy of our proposed node-reduction technique.

. 6.6. Conclusions

A simple node-reduction technique for RC tree networks is presented in this chapter. This

method computes the values of the resistances and capacitances in the reduced network using

the concept of Flmore's time constant. Circuit simulations show that application of this tech-
nique reduces complicated RC trees into simple lumped RC networks without significant loss
in accuracy. Therefore. this technique is useful in circuit extraction. It can be used to decrease
~ the number of nodes in RC tree networks for modeling the interconnect regions in circuit lay-
outs. thereby reducing the circuit simulation time in the next step of lavout verification. A
heuristic algorithm based on this technique has been implemented in our experimental circuit
extractor Simulation results show a good agreement in timing for RC networks obtained
’ hetore and after applyving this technique. Another petential application of this node-reduction
<4 technique 1s mentioned 1n [64-65]. wherein every RC tree is simplified to a single RC circuit.

and “hen delav equations are used to estimate timinyg through a user-specified critical path.
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6.7. Remarks

The node-reduction technique can easily be adapted to RC mesh networks in which some
resistance loops exist. In this more general case. the definition of Eimore's time constant men-
tioned in the first section is still valid. However. the value of R can no longer be determined
hy inspection of the topology of mesh networks. Two methods can be used to calculate
Flmore's time constant in a general RC circuit  The first method follows the definition of
Flmore's time constant by finding the conductance matrix first. The conductance matrix for the
RC mesh networks can be easily obtained by the stamp method proposed in the modified nodal
analysis [69]. which is widely used in circuit analysis programs. Then the resistance matrix is
found by inversion of the conductance matrix. and R, 15 simply the ki’ entrv of this resis-
tance matrix [70). Since this method involves matrix inversion. it may be wvery time-
consuming. The second method. instead of finding R,. is to compute Elmore’s time constants
directly by the iterative scheme as mentioned in {62]. This method employs the concept of tree
decomposition and load redistribution and solves a system of linear equations. However. no
matter which method is chosen. once the value of Elmore’s time constant is known, the applica-

tion of our technique is fairly straightforward.
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CHAPTER 7.

CONCLUSIONS

Layout verification. which checks if the design works as originally intended. is a crucial
step 1n the final stage of a VLSI chip design. Layout design verification typically consists of
three functions: (1) design-rule check (DRC). (2) functional verification, and (3) performance

verification. These functions are explained below.

Design rules are specified in terms of a set of geometric constraints. which are Lhe physical
limitations imposed by the fabrication process. For example. a metal line cannot be narrower
than a certain width; otherwise. it will be subjected to an electromigration reliability problem
or possibly a break-up due to misalignment. Design rule checks involve intensive geometric
manipulations. Violations in design rules will decrease the chip vield. Therefore. all critical

design rules have to be checked before the design is sent to be fabricated.

Funcuional verification checks the extracted function of a lavout with the intended func-
tion Circuit extraction is first applied to obtain the transistor netlist from the layout. This
extracted netlist 1s then checked for connectivity against the original schematic by a schematic
comparison program. or an electrical rule checker can be used 1o detect electrical rule viclations
such as power-to-ground shorts. Logic or circuit simulation can also be emploved to check the
tunction of the extracted circuit. However, it is input-dependent and cannot pinpoint error

locations correctly.

Performance verification checks the timing characteristics against the design specification.
(ircuit parameters related to propagation delavs must be carefully modeled and extracted. For

=yxample. the extractor has to provide a list of transistors and interconnect parasitics, and their

cennectivities and assoclated parameters, such as channel widths and lengths. capacitance and
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i resistance values. This extracted information is then fed into a circuit simulator to check if the -
- design satisfies the timing specifications. i
. Handcrafted and semiautomated design techniques result in error-prone layouts, which S
I‘ '
J
! require all three types of lavout verification. Recently, there is a trend toward the use of -
: . o
\ fullv-automated design techniques such as silicon compilers and macrocell assemblers. These !
“correct-by-construction” tools are able to implement circuit layouts from a high-level descrip- W
tion without human intervention. Although design rules and the layout function may not be
checked. performance verification is still a necessity to guarantee a successful design. This is SR
especially true in todav’'s VLSI circuits with higher complexity and even smaller feature sizes.
Propagation delays due to interconnects in a VILSI chip become almost comparable to gate
delays. llence, in order to predict the timing effect caused by interconnect parasitics. these -
parasitics must be directly modeled from actual physical layouts.
In this thesis, performance verification of VLSI circuits related to critical interconnect .
. . - . . - -" 3
parasitics is tackled from several respects. First. two-dimensional numerical models for inter- .
connects are studied, and are used to produce the reference values for deriving closed-form for- 3
4
mulas. Second. in order to automate the parasitic identification process, a circuit extractor that P
takes a circuit layvout as input and computes detailed interconnect parasitics by using the fitted O
formulas has been built. This step involves some critical geometric manipulations. Finally, in
~
order to predict the parasitic effect on the timing performance of a VLSI system. a node- R
collapsinyg technigue which retains the delay effect of interconnects has been studied. . p
The first part of this thesis deals with two-dimensional numerical models for intercon- ]
nects. Based on these models, a finite-element program FEMRC has been developed and imple- I
mented on a SUN workstation. This program requires no geometric limitations in calculating ) 4
] capacitances and resistances due to the nature of the finite-element method. In resistance calcu- »
’ .
p tation. contact resistance is carefully modeled by taking a quasi-three-dimensional current fow :
p -
»
:
o e e T A A S e
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into account. Furthermore, only a small amount of input data has to be provided by the users
because of the use of an interactive grid generator IGGI2. This feature substantally increases

the usefulness of FEMRC.

In the second part of this thesis, we concentrate on developing a hierarchical parasitic and
circuit extractor HPEX to deal with the increased complexity and small feature sizes of VLSI
circuits. Storing layout data hierarchically., HPEX is able 10 handle a large volume of data as
compared to flat extraction if the regularity factor is very high. HPEX also performs extraction
hierarchically. thereby saving CPU time significantly by not extracting repeated cells. Main

teatures of this program are summarized as follows:

{1) It s able to model interconnection lines as distributed lumped circuits directly from a cir-

cutt lavout and automatically renumbers the generated circuit.

{2) In order to reduce computation time. analvtical formulas instead of numerical methods
are emploved 10 compute interconnect resistances and capacitances which include coupling

capacitances between interconnection lines.

(3) The difference in feature sizes between mask layouts and actual fabricated conductors is
taken into account by a geometry preprocessing step in which a novel scanline method is
used. The accuracy of the interconnect model increases if changes in feature sizes after

fabrication are taken 1nto consideration.

t4) In cell extraction. a new accurate node reduction technique is emploved to facilitate design

verification.

(5)  The output tormat is exactly the SPICE input

These features demonstrate that the use of HPEX along with other simulation tools in layout
verification are able to guarantee the successtulness of the first turnaround n the design cycle.

Since the fabrication process, which translates a lavout design into a piece of silicon. 1s very
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costly and time-consuming, the production cost can be sigmficantly reduced if we are able o

guarantee Lhe correctness of a VL.SI design at the very beginning.

In this thesis, the signal delay affected by interconnects for layout verification 1s primarily
emphasized. Hcwever. there are still other factors which affect the reliability or the func-
tionality of a circuit operation. The issues of electromigration and power or ground voltage
drop have recently attracted several researchers attention [71-73] due to their important roles
in the chip operation for small feature sizes. In VLSI chips power is distributed through metal
lines. Current flow leads to the problems of metal migration and excessive voltage drop. Metal
migration may produce a break in a metal line, causing a reliability problem. Excessive voltage
drops may result in incorrect logic operation and degradation in the chip speed. Metal migration
i~ a wear-oul phenomenon in which the median time 1o failure (MTTF) of a metal line is
inversely proportional to some power of current density. In a typical design, MTTF should pass
the expected life of the svstem. Since the current density estimation 1n a metal line strongly
depends on the physical layout and the circuit operation, estimations given by designers are
tedious and difficult. Therefore, the need for CAD tools that are able to automate the estimation

of current density in each branch of the power network is becoming increasingly apparent.

Some possible extensions of FENIRC and HPEX may cope with this problem. First. HPEX
is enhanced by incorporating FEMRC to calculate resistances of irregutarly shaped conductor
regions. Then an RC network is extracted from the layout of pewer distribution. HPEX is also
used to extract each individual cell. SPICE simulation of these cells can then be used to estimate
the current loading to the extracted power RC network. Although the current drawn by cells is
transient in time and input-dependent. it can be transfermed statistically into "continuous de
electromigration equivalent values.” After the current loading set 1x known. by SPICE simula-
tion the current in each metal branch and the node voitages are easiiy computed. If the metal
branch is rectangular, the estimation of current density s obvious. It the metal hranch s rreg-

ular. some heuristics or FEMRC using nodal voltages as -he houndary condition can be arpited
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r to esumate the maximum current density nside this region. The current density is then
ot
checked against the specified value to see if the electromigration rule 1s violated. Voltage drops
-7 in power lines are also estimated at this stage. If there are some violations, a technique similar
“~
- to SPIDER [72] 1s recommended to adjust the width of conductors.
»
Another possible extension of HPEX is to extract the symbeolic layout from the physical
- lavout. This symbolhic layout extraction is also known as a circuit disassembiler [74], which not
. only extracls devices and nets. but also determines the relative positions of symbeolic circuit
elements. This type of extraction facilitates physical layout conversion when design rules are
- changed by only compacting the symbolic layout. Therefore, most of the previously designed
lavouts can be reused even when we have different design rules.
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APPENDIX A.

HPEX USER’S MANUAL

This user’s manual describes how to use HPEX. a semi-interactive hierarchical circuit
extractor. HPEX reads an intergrated circuit layout description in Caltech Intermediate Form
(CIF 2.0) and creates five different circuit descriptions as described in Chapter 1. Comparison
or simulation can then be driven from each different extracted circuit to insure the correctness

of the design.

If schematics are used to produce a layout. we have to certify that the actual layout is
what it is intended for. One possible technique is to use simulation as a tool for verification.
However, this becomes prohibitive as the size and complexity of the circuits grow. A netlist
comparison program, such as GEMINI, is therefore adopted to verify the connectivity of the
extracted circuit. Two netlists are requi~ed as input to GEMINL The first one is a transistor-
level netlist from the schematics. The second one is a netlist extracted from the lavout by

HPEX. Netlist comparison is extremely useful in locating bugs in terms of connectivity.

If timing information is needed in verifying the timing characteristics of the circuit. the
extracted circuit output has to be simulated by a timing simulator or a circuit simulator. Tim-
ing simulators such as MOSTIM can handle a large circuit by simplifying the timing model.
while circuit simulators such as SPICE can only simulate a few thousand devices due to com-
plicated device models. Typically. only the critical path of the entire chip is simulated by a cir-

cuit simulator.

In this user’'s manual. the input format for HPEX including some user extensions of CIF is

first described. Then parameters in the process file associated with HPEN ure listed and

explained. Finallv, by a lavout example. the execution of HPEX is 1llustrated.
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' A.l. Input Format
~
The input to HPEX 1s described in a subset of CIF, namely. Manhattan geometries Details
Y
S - : , )
Y of CIF svntax and semantics can be found in [22]. For the purpose of labeling the signal names
- of some particular nodes and the terminal names of a cell description. several user-extension
o commands on CIF have been developed. The CIF extension commands 95. 96. 90. 91. and 99
::;f are used to name nodes. The forms of these CIF commands are as follows:
95 name x y layer:
v
o 96 name x y layer:
- %) name x v laver.
e
91 name x vy layer:
:-.:- 99 name x v laver:
where 95 : input node.
. 96 : outlpul node.
-, 90 : ground node.
"-
-~
91 : power node.
! 99 : terminal node,
and name : character name for signal.
. These commands attach the name to the mask geometry on the specified layer crossing the point
~ {x. v). These names may contain any ASCH character except space. tab. newline, double
quotes. parenthesis, and semicolon. It should be noted that the point of a signal name must be
, attached to a corresponding layer described in terms of the designated integer numbers. The
mapping between lavers and internal integer numbers has been described in Chapter 4. In the
- terminal labeling. the attached point must be on the boundary of the corresponding cell.
"-
.
e K N R A e . . . S '-.‘L-‘s_.')‘.L.‘-'.\':‘.
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A.2. Process File

In order to run HPEX, a process file "emosprocess.h” has to be included in the current

.
L}
»

directory. All the necessary process parameters, which determine the values of interconnect :-;
parasitics, are contained in this file. By changing the parameters. users can easily experiment -
with different processes. The parameters listed in the file "cmosprocess.h” are summarized as )
follows:
(* Process Parameters *) .
RESiff: diffusion sheet resistance ::,::
RESpoly: polysilicon sheet resistance ..‘
RE:Smetall: metal 1 sheet resistance
RISmetal2: metal 2 sheet resistance
SCRESdit: diff usion specific contact resistivity
SCRESpoly: polvsilicon specific contact resistivity
SCRESmetal: metal specific contact resistivity - :
THICKpoly: thickness of polysilicon
4 THICKmetall: thickness of metal 1
g THICK metal2: thickness of metal 2 |
THICK field: thickness of the field oxide )
? THICKox1: thickness of the dielectric between metal 1 and diff or poly -
E THICKox2: thickness of the dielectric between metal 1 and metal 2
: THICK pass: thickness of passivation laver .‘
FPSox1: permittivity of dielectric 1 .. ]
e
EPSox2: permittivity of dielectric 2 NS
I PSpass: permittivity of the passivation dielectric ~.

FPSsic permittivity of silicon

NI intrinsic carrier concentration of the semiconductor 1.45%10%*10 ‘¢m**3 at 300k
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o :
KEQN: averaging factor for junction capacitance calculation for NMOS devices
v KEQP: averaging factor for junction capacitance calculation for PMOS devices .
.::: NDN: drain. source N doping for NMOS devices :
! \DP: drain. source P doping for PMOS devices L
- ~
- N\SUB: n-type substrate doping 3
NPWELL: p-well doping '
= TON: oxide thickness
- NJP: metallurgical junction depth for P diffusion
XJN: metallurgical junction depth for N diffusion
LDP: P tyvpe lateral diffusion
g LDN: N type lateral diff usion
p B VT thermal voltage E
i Q: electronic charge
‘ CJOP: zero-bias bulk junction bottom cap. per unit area for P diff .
‘. (CJON: zero-bias bulk junction bottom cap. per unit area for N diff :.
' n COX: gate oxide cap. per unit area
) PBP: built-in junction potential for P diff
: -_‘_.- PBN: built-in junction potential for N diff 3
.. CGSOP: gate-source overlap cap. per meter channel width for PMOS devices
CGSON: gate-source overlap cap. per meter channel width for NMOS devices
: Rth: lower threshold for resistance
] Rthseg: higher threshold for resistance
'.:‘ Cselfth: threshold for self-capacitance
Ccoupth: thresheld for coupling capacitance
. NETGAP: threshold for the net distance - used in coupling capacitance calculation
- BRANCHGAP: threshold for the branch distance - used in coupling capacitance calculation
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HoriScale: scaling factor for the layout - only horizontal

DELAYTH: threshold for the delay used in the node reduction

GLITCHTH: threshold for voltage glitch - for filtering negligible effect of coupling capacitance

Cnj: capacitance per unit area for N diff junctions

Cn)p: capacitance per unit length for N diff junctions

Cpj: capacitance per unit area for P diff junctions

Cpjp: capacitance per unit length for P diff junctions

Cm2m1: capacitance per unit area between metall and metal 2
Cm2p: capacitance per unit area between metal 2 and poly
Cm1p: capacitance per unit area between metal 1 and poly
Cm1d: capacitance per unit area between metal 1 and diff usion
Cm2of: capacitance per unit area between metal 2 and field oxide
Cmlof: capacitance per unit area between metal 1 and field oxide
Cpof: capacitance per unit area between poly and field oxide
featuresized: feature size threshold for diffusion

featuresizep: feature size threshold for poly

featuresizem1: feature size threshold for metall

featuresizem?2: feature size threshold for metal 2
offset{1..nmsklvis]: offset distance for each mask level

(* END OF PROCESS PARAMETERS *)

A.3. Running HPEX

To run HPEX the command line would look as follows:

hpex [ - [w][o][h][e]]ciffile [outfile][logfile]

HPEN gets command line arguments for program use. The four fields after hpex are defined as

{options! © A minus sign. followed by the letter w. or the letter 0. or the ietter A or the letter
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p
s e.or any combination of these.
- -
b o . ;
B turn off all warnings The default 1s to send warnings to the log file
b Al
-
-0
-
o cause tree optimization to be performed [f omitted the default 15 not to per
b
p N
-, form tree optimization.
i ' -h
turn on a hierarchical extraction. The default 1s to perform a flat extraction
) -

cause nonblank characters following the CIF End command to generate a warn-
ing only. The default is to generate an error.
'ciffile} : The name of the CIF file to be used as input to the extraction program.
. outfile} * The name cf the output file to which the extracted information 1s 1o be written. 1f
this field is omitted. the default is to send the listing information to the file
‘ciffiile.out.’
] "toefile} . The name of the log file to which the listing information is to be written. If this field

is omitted. the default is to send the listing information to the file ‘ciffile.log.’

A.4. Example

The CIF file "inv cif” of a CMOS inverter shown in Figure A 1 is described as follows:

Ll Sk

DS1012;
9invl.
[.CW:
B 4500 9000 -3600 -3900;
L. OM;
B 45800 1500 -3600 6450:
B 1800 2400 -3600 2700;
B 2100 1500 -3450 750;

T T
. - .
LI LT
- A

T
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Figure A.1 An example layout of a CMOS inverter.

B 1800 2400 -3600 -1200;

B 1500 1800 -3600 -4800;

B 4800 1500 -3600 -6450:;
L CP:

B 3600 600 -3900 4500);

B 900 3300 -5250 2850;

B 1200 900 -5400 750;

B 900 3000 -5250 -1200;

B 1500 300 -3150 1350;

B 2700 900 -2550 750;

B 1500 300 -3150 150:

B 3600 900 -3900 -3150;
[.CD:

B 1800 4800 -3600 4800:

B 1800 6300 -3600 -4050:
L CC:

B 600 600 -3600 6450;

B 600 600 -3600 3150;

B 60¥) 600 -3600 -1650;

B 600 600 -3600 -4950;

B 600 600 -3600 -6450:

ol
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B 600 600 -3150 750;
I OS.
B 3000 6000 -3600 48500,
B 3000 2100 - 3600 -6750.
99 Ignd 600 -6600 5
99 rgnd - 1200 -6600 §
99 1np -6000 600 3,
99 out 1200 600 3:
99 lvdd -6000 6300 5.
99 rvdd -1200 6300 5:
DF.
C10T00;
knd
A typical run for HPEX is to type the following command line:
hpex -h inv.cif inv.out .
Following this, several interactive questions have to be answered by the user to complete the
input session. In this example. the tollowing questions appear on the terminal screen sequen-
tially.
Which file do vou like to generate”
1) MOSTIM input file
(2) SPICE input file
(3) GEMINT inputfile
(4) Logic block description
Enter choice : 2
Do vou like 1o use measured parameters in capacitance computation’ [n]CR
Do vou like to calculate coupling capacitances? [n] vy CR

Do vou like to perform node reduction? [n] CR

Do vou like to generate SPICE model cards? (n)CR

{1 <hould be noted that the answer "no” is defaulted to each question when we hit the carriage

return  After the execution is completed. the output file "inv.out” looks as follows:

*INPUT FILE ainv.aif
*EXTRACTION DATE - 10 Aug 87 TIME - 15:33:31

-..‘..’.‘.."hu.u.‘ u“u "‘ .h ‘\.AA..(M

e - - ."‘p - A K .
( \‘:’\4“‘ ".A.'i.", - ",..-"...‘A..'l .,hN.A ‘.. 'LL .JAL.A ML,L‘L;‘: A
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* INPUT DECK FOR SPICE -
.subckt invl 13121617922 -
*rgnd : 13
*lgnd : 12
*rvdd : 16 o
*lvdd : 17
*out : 9 '
- *inp 22 4
o *total no. of transistors : 2 n
- * NETS
rO001 20 22 2.500e+01
rO002 20 19 1.587e+02 2
rO003 18 20 1.889e+02
cO001 18 0 0.00351pf
c)002 22 0 0.00052pf -
c0003 20 0 0.00693pf -
0004 19 0 0.00364pf )
* NFT4 o
rO004 15 16 9.600e-02
r0005S 1S 17 9.600e-02
rON06 14 15 5.857e+00 -
c0005 14 0 0.00042pf . "
c0006 17 0 0.00167pf
c0007 16 0 0.00167pf .
c0008 1S 0 0.00375pf
* NET3 -
r0007 11 13 9.600e-02 .
rO008 11 12 9.600e-02 N
ro009 10 11 1.004e+01
rO010 10 11 1.006e+01
c0009 10 0 0.00265pf )
c0010 12 0 0.00167pf N
0011 13 0 0.00167pf
0012 11 0 0.00598pf o
* NET2 x
rO011 8 7 5.935e+00 ~
r0012 S 9 7.002e+01 -
roo13 6 8 5.101e+00 -
0013 6 0 0.00250pf »
0014 9 0 0.00297pf
c0015 7 0 0.00250pf -
0016 8 0 0.00798pf o

ml 7 18 141 pdev 1= 3.00u w= 9.00u
+ad= 94.50p as= 94.50p

m2 10 19 6 O ndev 1= 4.50u w= 9.00u DO
+ad= 162.00p as= 8§1.00p i |
.ends invl oo
x1121013 1198 invl ~
*Readin time : 0.42 |
*Geometric extraction time : 1.13 ,
*Total job time : 1.55 N

-

e TN
T AP A A s
PRV LN \.’AA’“




In the output file. the user-specified node names are listed with their corresponding integer

’

node numbers. This information will help users 10 idenufy i/0 node numbers in the simula-

-y

.
.A

Lion phase. Since the output file is SPICE-input compatible, it is ready for simulation except

£
F

that users have to supply the input waveforms.
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